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Abstract

This document describes the results of the first tests ondtienmance of the discrete
template classifier described in CBJ-061 on real and toy data.
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1 Introduction

In this technical report we describe the implementation &sting of the Discrete Template
Classifier (DTC) that was presented in CBJ-061. The present mgsitation is performed in

the R programming language. In all the examples that foll@fivst split our data into a set
of labeled data (i.e. of known classes, templates) and & setlabeled data for which we use
the DTC in order to assign class probabilities to each obfgstescribed in CBJ-061, DTC is
a semi-supervised method that uses both the labeled andelediadata in order to classify the
latter set of data. To do so the algorithm first uses equalipm(CBJ-061 in order to calculate
the likelihood of each unlabeled data point for each teneplat

The resulting likelihood models are used through equa®ym(equation (7) in the same doc-
ument, to define the function that needs to be maximized iardadestimate the optimal set of
parametersy andﬂj(k). The optimization was performed using the function optim(R with
the conjugate gradients method. The function was run fofQ5t&rations. Even though in
most of the examples that follow, the method had not formadiyverged after 15000 iterations,
the values oty andﬁj(’“) are practically unchanged in the last iterations and tleedt should
be enough for our purposes. In most of the tests presentédsireport, as an initialization for
the parameter values we selected a normalized flat prioryieeset all values o/ﬁj(.k) andq,
equal to 1 and we normalized them as described in equatian (&3J-061).

Once the values ofy, andﬁj(.k) have been estimated, the DTC algorithm uses equation (4) in
CBJ-061 in order to calculate the class probability for eachea

In order to test this implementation of the DTC algorithm vesrda performed a number of tests
using i) SDSS QSOs-stars photometric data, ii) simulatad BR/RP spectra for stars, galaxies
and QSOs and iii) 2-dimensional toy data. In the sectionsfit@w we present the results of
the DTC on all these datasets.

2 SDSS QSOs-stars classification

2.1 Performance of DTC - Comparison with SVM

For the first tests on the implementation of the algorithm \eeehused a small photometric
dataset of QSOs and point sources from SDSS DR6. The methodppésd to the unlabeled

data of 463 stars and 537 QSOs while the labeled data of 289astd 270 QSOs were used
as our templates (figure 1). Initially the SDSS color u-g dr&rhagnitude i were used for the
classification.

Following the steps of the algorithm described in sectiomd asing the normalized flat prior
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Figure 1: Color-magnitude diagram (CMD) for the unlabeleé)knd labeled (right) data sets
used for the application of the method. The red and the blatktprepresent the stellar and
QSO sources respectively.

as the initial values of the parametersand 6](.’“), we calculated the class probability for each
source in the unlabeled sample for both classes. The résutte present sample are presented
in figurel 2 and in table|1. The estimated valuespfare equal to 0.55 and 0.45 for QSOs and
stars respectively which corresponds approximately tadhie of these classes in the labeled
sample (0.54 QSOs and 0.46 stars).

In order to check if usually the method leads to values,othat correspond to the class ratios
in the labeled sample we performed a small test. In this tesised in the labeled sample only
5 QSOs and 5 stars and we set the initial valuesoéqual to 1 and for the initiaﬁBj(.k) 2 were
set to zero and 3 were set equal to 1 for each class. Theseswaére once again normalized
based on equation (8) in CBJ-061. The same set of templatesalgeresed as the unlabeled
sample in our test. The resulting valuesogf were approximately 0.5 (0.503 and 0.497) and
the resultingﬁj(.k) were all approximately equal to 0.2 as expected.

Table 1: Summary of the performance of the classification et®odThe rows and columns
correspond to the true and predicted classes of the obgsyiectively.

| | DTC | not optimized DTC| SVM \
Q S Q S Q S
Q| 484 53 488 49 | 514 23
S| 53 410 60 403 | 44 419

From table 1 we see that the method has a 89.4% success raparasng the two classes
of objects. In order to see if this performance is good enomgltlassify the same sample of
unlabeled data using i) the same method but without optirgifor the values ofy; andﬁj(.’“)

(i.e. using the initial normalized flat prior for their vakjeand ii) the Support Vector Machine
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Figure 2: CMD of the results (left) and the labeled data ()igifter the application of the
method. The red and the black points represent the stelthQ&0O sources respectively. In
the right plot the diameter of the circles represents thektedf each template based on our

method (the diameter is proportional to the vazli)@ that was estimated for that template).

(SVM) algorithm. The results of these two methods are pitesein figure 3 and table 1.
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Figure 3: CMD for the results produced by (left) the DTC witle thormalized flat prior and
no optimization and (right) SVM. The red and the black poregsresent the stellar and QSO
sources.

From table 1 we see that the performance of the optimized D&@ad is marginally better
than the one without the optimization (89.1% successfuimrse than the one of the SVM
(93.3%). From figure 3 we see that the two classes have vedybmmdaries in the case of
the SVM classification. Therefore, SVM perform better irstekample that the two classes are
quite well separated.
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2.2 Introducing duplicated information in the templates

In order to further test the behavior of the classifier we hasdormed some additional tests
with the same datasets. In one of these tests we have aliiffioiereased the number of stellar

templates to see how this will affect the values of&l;geandﬁj(k) parameters. More specifically,

in our new template set every star is included 3 times. Toeedhe stellar sample now consists
of 690 instead of 230 stars while the number of QSOs remai2gt

After applying the method to this dataset we see that theegatd theo, parameters are 0.55
and 0.45 for QSOs and stars respectively, values which ayecl@se to the original class ratio
(0.54 and 0.46). This indicates that the valuespthat the method provides correspond to the
"real” class ratios and they do not take into account redohatdormation. The results of the
classification for this test are presented in figure 4 ancttabl
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Figure 4: CMD of the results (left) and the labeled data ()igtiter the application of the
method. The red and the black points represent the stelfhQ&0O sources. In the right plot
the diameter of the circles represents the weight of eaclplegenbased on our method (the
diameter is proportional to the valgﬁé’“) that was estimated for that template).

Table 2: Summary of the performance of the classification et®dThe rows and columns
correspond to the true and predicted classes of the obgsyiectively.

| | DTC \
Q S
Q| 485 52
S| 53 410

From the right plot of figure 4 we can see that the weight assidry the optimization to each
QSO template remains the same as in the case of figure 2, whillee stellar templates all the
weights have become smaller but the relative contributicgach template in this class is kept
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constant. This is because each weight has been divided loyom & 3 in order to describe the
three identical templates of each source that are now prestre labeled sample.

Finally, by comparing the results of the confusion matricetables 1 and 2 we see that the
classification results were not affected by the increaséetiaining sample with duplicated
information.

2.3 Changes in the class ratios

In section 2.2 we showed that the valueswpthat result from the DTC algorithm remained the
same after changing the class ratio in the template samplg dsplicated sources. In order
to check that this is not the case when the class ratio realinged we performed another test
with the same SDSS dataset used so far, but this time we @ttifichanged the class ratio in
the two groups by changing the label in a subsample of soufceso so we assigned the class
of stars to every source with the magnitude i brighter tham§. This lead to a sample of 268
stars and 232 QSOs. The results of the DTC show that thigelifée in the class ratio is also
propagated in they,, values after the optimization as it was expected (0.46 abdl for QSOs
and stars respectively). The results of this test are ptedemfigure 5.
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Figure 5: CMD of the results (left) and the labeled data in Whie have assigned the class stars
to all the sources with<i18 mag and (right) the models after the application of thehoet The
red and the black points represent the stellar and QSO souheehe right plot the diameter
of the circles represents the weight of each template basealip method (the diameter is

proportional to the valuﬁj(k) that was estimated for that template).

2.4 Classification using SDSS colors

Finally, in order to see if the method performs better whengusore information, we have
repeated the classification of QSOs and stellar sourcehiBuirhe instead of using 1 color and
1 magnitude, we use the data of 2 colors (g-r vs u-g) for thesdiaation (figure 6). The results

Technical Note 7
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can be seen in figure 6 and table 3 and as it is obvious they #ex tiean before (94% correct
classification results).
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Figure 6: Color-color diagram of the unlabeled (top left) daakled (top right) data sets used
for the application of the method, as well as for its resutistiom left) and (right) for the
models after the application of the method. The red and thekipboints represent the stellar
and QSO sources. In the bottom right plot the diameter of tteées represents the weight
of each template based on our method (the diameter is propakto the valueﬁ’j(.k) that was
estimated for that template).

3 Tests on Gaia simulated spectra

3.1 Classification using BP/RP spectra - comparison with SVM

Once the first DTC tests on 2D data were performed, we decwedd the method for Gaia
classification purposes. In order to do so we have selectaddom sample of simulated Gaia
spectra of stars, galaxies and QSOs. For the classificatgonawe used the 60 BP and the 60
RP pixels of each spectrum. The spectra are derived from theesapirical libraries of stars,

Technical Note 8
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Table 3: Summary of the performance of the classification efeodThe rows and columns
correspond to the true and predicted classes of the obgsyectively.

| | DTC \
Q S
Q| 498 39
S| 21 442

galaxies and QSOs. These spectra were simulated during 6yard correspond to G magni-
tude equal to 18 mag. For the labeled sample we have sele@fiesp2ctra from each class (in
total 600 spectra) and for the unlabeled one 800 objects &ach class (in total 2400 spectra).
Following once again the procedure described in sectionelfinst estimated the likelihoods
and then we defined the function to be optimized. During theg@ss we found that 163 spectra
from our unlabeled sample were so far from any template tlaatwged that led practically to
minus infinite values of the sum used in equation (7) in CBJ-@&i.this reason we have ex-
cluded these 163 sources and have performed the classifidatithe remaining 2237 spectra.
The final data selected for the two samples are presentediiefiy For visualization purposes
the data are plotted in the two dimensional space of the 2Rnisicipal Components (PCs),
even though the method was applied using the whole Gaia BP/&frapnd not just the 2
PCs.
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Figure 7: The first vs the second Principal Component for tHahated (left) and labeled

(right) data sets used for the application of the method. blaek, the red and the green points
represent the galaxies, QSOs and stars in our sample.

The results of the DTC for the classification of this samp&emesented in figure 8 and table 4.
From this table we can see that DTC managed to classify 95f1k& sources correctly.

In order to have a better understanding of the performanteedD TC on this data set, we have
repeated the classification: i) without optimizing thg and ﬁj’? values, ii) using SVMs and
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Figure 8: PC1 vs PC2 for the results (left) and the labeled daghat) after the application of

the method. The black, the red and the green points représegalaxies, QSOs and stars in

our sample. In the right plot the diameter of the circles espnts the weight of each template

based on our method (the diameter is proportional to theevg|fil that was estimated for that

template).

Table 4: Summary of the performance of the classification et®dThe rows and columns

correspond to the true and predicted classes of the objébesresults are based on 4 classi-
fiers: The DTC with optimizedy, andﬁj(.'“), the DTC without optimization, the SVM and the

probabilities output of SVM.

| | DTC | not optimized DTC| SVM | SVM  prob |
G QO S| G Q S| G O S| G O s
G| 747 5 47 | 748 4 47 | 748 8 43| 732 15 52
Q| 25 601 27| 25 601 27 10 628 15 3 634 16
S 6 0O 779 4 0 781 7 8 770, 5 12 768

obtaining their output and iii) using the probabilitiesttitan be provided as an output of the
SVM in R. In the third case the probability model for classifioa fits a logistic distribution
using maximum likelihood to the decision values of all binatassifiers, and computes the
a-posteriori class probabilities for the multi-class peob using quadratic optimization. The
results for all these tests are presented in table 4, whiledhults of the standard SVM are
visualized in the plane of the 2 first PCs in figure 9. By compattegresults for each classifier
we see that once again the standard SVM method is giving gteokeformance (95.8% correct
classifications) but only slightly better than the one aidiby the DTC. The results are slightly
worse when the SVM output probabilities are used (95.4%ectclassifications). What was
a little suprising in this example is that the results of thEMwithout optimization of the
parameters are a little better than in the case where théaesfs have been optimized (95.2%
correct classifications).

Technical Note 10
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Figure 9: PC1 vs PC2 for the results of the SVM when applied taiti@beled data. The black,
the red and the green points represent the galaxies, QSQxandn our sample.

In general we should point out that the DTC method is veryiseago the initialization used
when optimizing the coefficients (i.e. the classificatiosules are quite different for different
initializations). Since the problem is not convex it is ingpible to define the initialization that
would lead to the global maximum of equation (7). The only v@agund this problem is to
start with many different initializations and then seldwat bne that leads to the larger maxima.
The only problem with this solution is the very long time reqd in order to run the method.
In table 5 that follows we present the dependence of the tegeired from the method to run
on the amount of objects used for the labeled and the unidluizltaset. The required time
seems to be almost independent of the number of data poirgadh source which seems to be
negligible at least when moving from 2 data points to 120 deerexamples described so far.

Table 5: Time required by TDC on 1 core on an Intel Xeon X55BB&Hz processor.

Number of objects Number of objects Time for

in the training set | in the testing set | 3 iterations (sec
500 100 1

500 500 5

500 1000 8

500 10000 84

100 500 1

1000 500 18

In an attempt to compare better the SVM and the DTC, we have amdphe estimated prob-
abilities for each class by both methods (figure 10). The @ispn is done when the whole
spectrum is used for the classification and not just the 2 P@ssa# that, even though the esti-
mated probabilities are generally equal to 1, SVM seems\e hanore continuous distribution

Technical Note 11
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from O to 1 than DTC. The latter seems to classify everythintp \&i probability either very

closeto O orto 1.
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Figure 10: The probability distribution for the true staigy(left), QSOs (top right) and galaxies

(bottom) as they were estimated by SVM (y-axis) and DTC (is)abo be of their true class.

As a final step in this analysis, we have compared the comm@egeand contamination for dif-
ferent probability thresholds for all the classes of the dferent classifiers. The completeness
is defined as the ratio between the true positives dividedhéydtal number of true sources for
each class while the contamination as the ratio betweeratbe positives divided by the total
number of sources that are classified into this class. Orai@ #ge data of the whole spectrum
is used for the classification. The results are presentedunefill.

3.2 Classification using Principal Components

Since the visualization of the results in this example issti@ight forward related to the data,
we have also applied the method for the same data but thisitistead of using the whole
BP/RP spectra we use only the 2 first PCs for each source. Thesrettliis test are presented
in figure 12 and table|6.
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Figure 11: The completeness (upper lines) and contammétaver lines) vs the probability
threshold (Top panel), for the results of the (left) DTC ahd (right) SVM. The results for
galaxies, QSOs and stars are presented with black, red aed gespectively. In the bottom
panel plot the contamination vs the completeness for altkhgses and both classifiers is pre-
sented. The color code is the same for the case of SVM as iopheeinel plots. The blue, light
blue and magenta lines correspond to galaxies, QSOs asd@taine case of the DTC results.

From these figures and table we can see that the performarscdegeaded a lot (74.8% cor-
rect classifications) compared to when using the whole sp@cas expected (section 3.1). In
addition, we see that the weights assigned to each tempkatew very different from before.

4 Tests on toy data

4.1 The initialization problem

In these final tests we attempt to check the performance difueete template classifier on a
control dataset. For this purpose we initially generatea different two dimensional classes
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Figure 12: CMD of the results (left) and the labeled data (iglfter the application of the
method. The black, the red and the green points represegatagies, QSOs and stars in our
sample. In the right plot the diameter of the circles repnes¢he weight of each template
based on our method (the diameter is proportional to theevg|fil that was estimated for that
template).

Table 6: Summary of the performance of the classification et®dThe rows and columns
correspond to the true and predicted classes of the obgspectively.

| [ DTC |
G Q S
G| 680 24 95
Q| 58 478 117
Q| 140 129 516

that were randomly drawn from two gaussians with the sanpedsson and whose centers were
separated by a distance proportional to the sigma of thesganss This test was performed three
times with distances between the two centers equal to 1, 3&as@ymas. During this tests 500
sources were used as labeled and another 500 as unlabededTdiet data for the unlabeled
sample is presented in figure 13 while the results of the ifieaison produced by the DTC in
table' 7.

From table 7 we see that except in the case that the 2 gaussmasseparated by 15 sigma
distance, where DTC produces no misclasifications as exgeat the other two cases the
performance degrades to 81.0% and 55.8% success rate fdrl3sigma respectively. In order

to check how much these results are sensitive to the iziditdin of thea;, andﬁ]’.c parameters

we reapplied the method but this time without setting equoaialization values for all the
parameters that correspond to the two classes. The re$uhe alassification for these two
initializations for the case of thes3separation between the two classes are given inltable 8. We
see that the results of the classifier are very sensitiveetonttialization. This problem could be

Technical Note 14
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Figure 13: Color-color diagram of the 3 different realizasmf the 2 toy data classes (black and
red points) for the unlabeled sample. In each case the daaraan from two 2D gaussians
with the same variance and distance between the two cempeaste 1, 3 and 15 sigmas.

Table 7: Summary of the performance of the classificationetsodith the DTC. The rows and
columns correspond to the true and predicted classes objbets respectively. The results are
for 3 different realizations of the 2 toy data classes. Irhezase the data was drawn from two
2D gaussians with the same variance and distance betweemdhenters equal to 1, 3 and 15
sigmas.

’ ‘ 1o 3o 15% ‘

classl class2 classl class2 classl class2
classl| 101 149 186 64 250 0
class2| 72 178 31 219 0 250

overcome by optimizing the andﬁj(.k) parameters starting with many random initializations
and selecting the one that resulted to the highest perfarenddnfortunately this is not easily
done for large datasets since the time needed for each renyisarge.

4.2 Outlier detection

As a final test we check the ability of the classifier to idgnaftitliers, i.e. objects that do not
belong to the one of the labeled classes. To do so we use &gasame toy data set as before
with a separation of @ but this time we generate one additional class with the saparation
from both the other two classes. In the tests that follow weethe two classes as labeled data
and one time we include the third class in the unlabeled dataxl the other time we use only
the two classes to produce the final model and apply it to thid thass. The classification
results of the two models for the third class are presentéidune 14.

From figure 14 we see that the Weiglﬁ@@ assigned to each labeled source are different in the
cases that 2 or 3 classes are used in the unlabeled samphe. dage that 3 classes were used,
objects closer to the area occupied by the third class aignasslarger weights than in the case
where only 2 classes were used. The classification reswitg tfat in the case that 3 unlabeled
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Table 8: Summary of the performance of the classificationetsodith the DTC for the case of
the 3 sigma separation between the two classes. The rowsoaudres correspond to the true
and predicted classes of the objects. The results are fdfe3atit initializations of they, and
6](.'“) for each class. These initializations are equal to 0.5 afdd0018 and 0.982 and 0.12 and
0.88 for all thea, and 0.004 and 0.004, 0.00014 and 0.00786, 0.00095 and G.@06i7all the
ﬁj(.’“) of classl and class2 respectively.

] \ 0.5-0.5 0.018 - 0.982 0.12-0.88 \
classl class2 classl class?2 classl class?
classl| 186 64 204 46 175 75
class2 31 219 25 225 23 227

classes were used in order to define the model 89 objects frerthird class were found in
class 1 while 161 in class 2. When only two classes were usdikiptocess 98 were found in
class 1 and 152 in class 2. In more detail the values oﬁjﬁecoefﬁcients for the case that two
and three classes were used are presented in figure 15. lartteesfigure we have also plotted
the classification probability of each source to belong &s€l1 for both cases.

From figure 15 we see that no obvious outlier candidates catetsxted based on the DTC
probabilities for the objects in the third class.

5 Conclusions

In this technical note we have presented the implementainohthe performance of the DTC
in R. The code has been extensively tested with photomettecfdam SDSS, simulated Gaia
spectra and toy data and compared with other classificatiethads such as SVM. The tests
presented above led to a set of interesting conclusions #&®wmethod.

The performance of the DTC was proven to be very good for aratbghe tests presented
here. This shows that semi-supervised methods can be ugedgccessfully for classification
problems.

The results of the optimization of the, andﬁj(k) parameters show in practice that the former
correspond to the "true” class ratio in the templates witgelater represent the importance of
each template in the classification of the unlabeled saraplejas theoretically expected.

The comparison of the DTC results with the ones obtained 8MM in all the tests performed
here showed that SVM always performs better but not by a labtAer drawback of the DTC
compared to the SVM is the time required for the code to rumc&the DTC model is ex-
tracted based on both the labeled and unlabeled data it is tinee consuming than the one of
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the SVM that use only the labeled dataset. On the other hanté#ts presented here showed
that the performance of the DTC when no optimization of thexpeeters is applied (in which
case the method is very fast) is almost as good as the onenebttaihen they, andﬁj(k) are
optimized. Finally, the optimization of the DTC is not corwehich makes it highly depen-
dent on the initialization which strongly effects the résulOn the other hand SVM are also
sensitive to the selection of the parameters Cost and gamah#htty are using. However, in
the case of SVM our experience with mainly simulated Gaiapdas shown that the results
are not so sensitive on the values of these parameters as aasle of the DTC algorithm. In
addition, the comparison of the resulting probabilitiesdaurced by SVM and DTC show that
in our test examples the SVM probabilities have a more caotis distribution than the ones
derived by the DTC which tend to be very close to 0 or 1 valudss Tay be a result of the
distance from the continuous boundaries used by SVM and fhentliscrete set of templates
used by DTC to define the output class probabilities. Fin#hlg comparison of the complete-
ness and contamination between the results of the two #igosishowed that even though they
present differences they are not so important. A more extegsmparison between SVM and
a method very similar to the DTC when applied to the problerataf-galaxy classification is
performed in Fadely et al. 2012.

As a last test we used toy data in order to check the abilith@fTC to detect outliers which
seemed not to be an easy task based on the output class fit@sabi
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Figure 14: The results (left) for the 2D labeled data (topghpand for the unlabeled data (bot-
tom panel) after the application of the method. The left dedright column plots correspond
to the cases where the third unlabeled class was excludethelnded in the definition of the
model respectively. The black, the red and the green poapiesent classes 1, 2 and 3. In the
top panel plots the diameter of the circles represents thghtvef each template based on our
method (the diameter is proportional to the vaﬁj@ that was estimated for that template). In
the bottom panels the inner points correspond to the trigs dbeach source, while the outer
circles indicate the result of the classification.
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Figure 15: Left: The log of thg; (k) values that were produced by the optimization for the case
when 3 vs. 2 unlabeled classes were used. Right: The prdlydbitieach source to belong
to class 1 when 3 vs. 2 unlabeled classes were used. The Hiacied and the green points
represent classes 1, 2 and 3.
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