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Abstract

This documents describes DSC benchmarking experiments using cycle 2A data. We
investigated classification algorithms based on boosting, neural networks, mixture
clustering and radial basis function networks. Two different magnitudes were used
(17 and 20). Moreover classification was done with astrometry as well as without.
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1 Acronyms

The following is a list of the acronyms used in this document.

Acronym | Description

ANN Artificial Neural Network
BIC Baysian Information Criterion
CART Classification and Regression Trees
CPU Central Processor Unit

DSC Discrete Source Classifier

EM Engineering Model

GB GigaByte

PCA Principal Component Analysis
RAM Random Access Memory
RBF Radial Basis Function

RT Real-Time

SVM Support Vector Machine

2 Introduction

2.1 Data and hardware

For the tests we used noisy cycle 2A data for magnitudes G = 17 and G = 20 which are
described in detail in sections 3.1 and 4.1. We also conducted experiments in which stars and
physical binaries were merged into a single category (“stellar”). The data were mean-scaled
prior to the experiments.

All tests were conducted on a SUSE Linux 10.1 server with an Intel Xeon CPU with 2.80
GHz and 3.71 GB RAM. All tests were conducted using the R software package version 2.2.0
(R Project (2007)).

2.2 Boosting

For boosting we used the Adaboost.M1 algorithm from Cortés et al. (2007) which is imple-
mented by the adabag library in R. The basic idea of boosting is to combine several weak
classifiers instead of using one single classifier. The Adaboost.M1 algorithm uses classification
and regression trees (CART) as the basic classifier. The CART results are combined by means
of weights which are learned iteratively by means of the expectation maximisation algorithm
(EM algorithm).
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In the adabag implementation we varied the number of iterations of the EM algorithm. For
the tests a maximum CART depth equal to the number of classes in the experiment (either three
or four) was used unless otherwise noted.

2.3 Mixture Clustering with PCA

We also investigated mixture clustering which is implemented by the R library mclust as
detailed in Fraley & Raftery (2006). For every class given in the training data mixture clustering
conducts a hierarchical clustering. This results in K superclusters where K is the number of
classes used. Afterwards to each subcluster of every supercluster a Gaussian mixture component
is fit. Each of the K classes is then modeled as the weighted sum of its mixture components.

Moreover by using the Baysian information criterion (BIC) the best covariance model for all
mixture components within one supercluster is computed. This model is denoted by one to
three characters (e.g., “VVV”), which represent a model for the class-dependent covariance
matrices of the mixture components (see Fraley & Raftery (2006) for more information). In the
algorithm the number of mixture components for each supercluster may be set to an interval
instead of a fixed number. In this case the algorithm determines the best suitable number of
mixture components for each supercluster.

For higher numbers of mixtures numeric difficulties arise when using the full set of 98 pixels
(resp. 96 pixels when using BP/RP only). Therefore a principal component analysis (PCA)
was conducted using the prcomp function in R prior to the mixture clustering. The number
of mixtures to be used was varied between interval [1, 1] and interval [1, 10]. The number of
principal components was varied during the experiment between 1 (maximum data reduction)
and 98 resp. 96 (no data reduction).

2.4 Neural Networks

Neural networks are a non-linear classification method, which learns relations between input
nodes (e.g., BP/RP data and astrometry) and output nodes (e.g., the source type). In the multi-
layer preceptron architecture one or more hidden layers are introduced which are situated be-
tween the input layer and the output layer. All nodes between neighbouring layers are con-
nected. The number of nodes in the hidden layer is arbitrary and depends on the nature of the
classification problem. For each edge weights are learned by means of an iterative algorithm.
These weights are used in connection with sigmoidal transfer functions when the neural net-
work is applied to data. Moreover weight decay is used to prevent overfitting of the data during
training.

We investigated neural networks using a single hidden layer. To do so we were using the nnet
library of R Venables & Ripley (2002). We varied the size of the hidden layer between 1 and 9
nodes. Moreover we used a weight decay parameter, for which values between 0 and 100 were
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used. We used a maximum of 1000 training iterations for all experiments.

2.5 Radial Basis Function Networks

Radial basis function networks are similar to neural networks as they also consist of an in-
put layer, one hidden layer and an output layer. However instead of the sigmoidal activation
function used in neural networks radial basis functions are used, which typically are Gaussians.
Mean and standard deviation of the Gaussians are learned by means of an unsupervised k-means
clustering algorithm.

For tests with radial basis function networks we used the RWeka library. This library uses
an R interface to the Java-based Weka machine learning library. Weka implements a radial
basis function network using normalised Gaussians. It uses the k-means clustering algorithm to
provide the basis functions and learns a logistic regression on top of that.

We varied the number of basis functions which equals the number of nodes in the hidden layer
of the radial basis function network. Moreover we varied the regularisation parameter A for
the logistic regression. More information on the class RBFNetwork which implements radial
basis function networks can be found in the corresponding Java documentation for this class'.

3 Magnitude 17

3.1 Data sets

The features of the data set comprise 96 concatenated BP/RP bins as well as two features for
parallaxes as well as proper motions. The data set was randomly divided into a training set and
an evaluation set (table 2). The data used are available under Subversion in the MPIA devel-
opment directory (see Data file for G = 17 training; Data file for G = 17 evaluation in bibliog-
raphy). The physical binaries used in the data had a brightness ratio of between zero and four.
Moreover we added end-of-mission noise which was based on 80 transits.

Thttp://weka.sourceforge.net/doc/weka/classifiers/functions/RBFNetwork.html
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Table 2: Data sets for G = 17 data.

Training set
Galaxies | Physical Binaries | Quasars | Stars
1987 1998 2237 2147
Evaluation set

Galaxies | Physical Binaries | Quasars | Stars
1988 1998 2238 2146

3.2 BP/RP only
3.2.1 Adaboost.M1-tests with adabag

For boosting the Adaboost.M1-implementation of the adabag R-library was used. Table 3
shows the total classification error for different iterations of the EM algorithm. Additionally the
runtimes (in real time) for the training (RT Train) and the evaluation (RT Eval) were measured.

Table 3: Adaboost.M1 results for G = 17 data using BP/RP only: Total classification error and
runtimes in real time.

Iterations | Total Error | RT Train | RT Eval
%o sec sec

1 42.41 18.6 1.2

100 37.81 1592.8 79.9
200 37.82 3267.5 200.1
300 37.91 4902.2 362.5
400 37.83 6550.3 571.8
500 37.85 8321.5 857.0
600 37.87 | 10099.5 | 11834

The lowest total classification error (37.81%) was obtained for 100 iterations. For this result ta-
ble 4 shows the confusion matrix. The first column contains the true values of the observations.
Columns two to five contain the estimated classes. Each row sums up to 100%. The confusion
matrix shows that most misclassifications occurred for stars of which less than a third were
classified correctly. This is also true for the confusion matrices in experiments with more than
100 iterations which produced similar matrices.
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Table 4: Adaboost.M1 results for G = 17 data using BP/RP only: 100 iterations: Confusion
matrix in percent.

True classes || Galaxy Phys. Binary Quasar Star
Galaxy 65.49  29.23 5.28 0.00
Phys. Binary || 19.42  74.47 1.05 5.06
Quasar 8.36 2.46 79.89  9.29
Star 2791  39.56 3.31 29.22

3.2.2 Neural Networks

For neural networks we used the nnet library of R R Project (2007). nnet implements a
multi-layer perceptron with one hidden layer. We varied the size of the layer as well as the
value of decay for the weights of the neural network (table 5). We chose values between 0 and
100 for the weight decay (cf., Venables & Ripley (2002)). The maximum number of iterations
was 1 000.

Table 5: Neural network results for G = 17 data using BP/RP only: Total classification error
[%].

Size Decay

0 10°% 10* 1073 1072 107! 1 10 100
42.04 41.85 5440 55.63 41.78 42.13 47.04 5577 81.29
38.12 29.46 32.32 29.73 29.47 29.53 31.70 37.51 56.38
2472 2448 21.57 2038 20.69 19.63 21.76 29.21 54.97
25.65 20.50 18.65 18.18 1931 16.80 18.72 28.60 53.06
18.08 2338 21.52 19.55 14.04 14.10 14.41 2599 51.66
23.54 15.15 2440 1471 12.04 11.59 14.18 26.75 51.00
19.61 18.78 17.99 13.00 14.84 10.97 12.89 24.10 51.48
17.69 17.35 1497 16.09 1235 9.99 12.66 25.01 50.57
1793 17.60 18.65 1559 13.06 9.44 11.88 24.05 50.92

O 01NN B~ W~

The best result (9.44%) was obtained using size = 9 and decay = 10~!. For this experiment
the confusion matrix is shown in table 6. The runtime for the training was 508.2 sec (real time).
The runtime for the predictions was 1.1 sec.

Gaia DPAC Document 10



DSC Benchmarking
Gaia DPAC: CU8-DU-MPIA GAIA-C8-TN-MPIA-CE-001-01

Table 6: Neural network results for G = 17 data using BP/RP only, size = 9, decay = 107':
Confusion matrix in percent.

True classes || Galaxy Phys. Binary Quasar Star

Galaxy 9738 191 0.10 0.60
Phys. Binary || 0.90 84.99 0.05 14.06

Quasar 0.89 0.09 96.74  2.28
Star 1.03 14.49 1.49 82.99

The results show that using neural networks resulted in a considerably lower classification error
that when using the Adaboost.M1 algorithm (37.81%, section 3.2.1). Similar to Adaboost.M1
most misclassifications occurred for stars. As in the Adaboost.M1 experiments a considerable
amount of stars was classified as a physical binary. Moreover roughly the same amount (14%)
of physical binaries were classified as stars. Therefore the misclassifications between stars and
physical binaries account for most of the total classification error of neural networks.

3.2.3 Mixture clustering with PCA

The maximum number N of mixture components per class was varied between 1 and 10, i.e.,
the mixture components were integer elements of the interval [1, N|, 1 < N < 10. The num-
ber of principal components was also varied during the experiment between 1 (maximum data
reduction) and 96 (no data reduction). The results are shown in table 7. Compared to the three
class case (section 3.3.3) the dimension reduction of the PCA seems to have a bigger impact.
The usage of 40 components instead of 80 resulted in an error reduction from 16.48% to 11.17%
when using up to 9 mixture components per class.

For higher numbers of principal components numeric instabilities like singular covariance ma-
trices took place which were due to the number of parameters to be learned. Experiments where
those instabilities occurred are denoted by a dash in table 7.
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Table 7: Mixture clustering with PCA results for G = 17 data using BP/RP only: Total classi-
fication error [%].

Mixtures Number of PCs

1 10 20 30 40 50 60 70 80 90 96
[1,1] 59.24 3521 2747 2282 2190 21.81 21.73 21.81 21.95 21.96 21.84
1,2] 57.87 2632 19.86 16.67 1633 16.01 16.37 16.65 1633 17.60 19.45
1, 3] 5750 22.80 15.73 1327 12.66 14.79 15.87 1497 15.10 17.05 18.98
[1,4] 57.50 2240 1537 13.33 11.77 14.13 15.63 14.79 1520 18.58 19.16
1, 5] 56.33 18.17 12.81 11.62 11.35 1345 14.08 14.76 14.33 16.29 18.98
1, 6] 56.33 1741 12.83 1093 11.30 1345 14.09 14.77 14.34 16.57 -
[1,7] 56.33 1597 12.81 1124 1130 1345 14.09 - 16.14 16.70 -
1, 8] 56.33 1584 12.81 1124 11.30 1345 14.08 - 1623 1647 -
[1,9] 56.33 15.04 12.62 11.17 1130 1345 14.08 - 1624 1648 -
[1,10] 56.33 15.05 - - 11.30 1345 - - - - -

The best result was a total error rate of 10.93% which was obtained using 30 principal compo-
nents and up to 6 mixture components per class. Using more principal components did increase
the error which might be due to the fact that a better fitting of the data was possible when using
fewer dimensions. Moreover using more mixture components per class did neither decrease the
error rate. The confusion matrix for this result is shown in table 8. The runtime for the training
was 736.6 sec (real time). The runtime for the evaluation on the test set was 2.4 sec.

Table 8: Mixture clustering with PCA results for G = 17 data using BP/RP only, up to 6 mixture
components per class, 30 principal components: Confusion matrix in percent.

True classes || Galaxies Phys. Binary Quasars Stars
Galaxy 98.89 0.96 0.05 0.10
Phys. Binary || 0.15 86.99 0.05 12.81
Quasars 0.00 0.13 97.90 1.97

Stars 0.23 25.96 1.13 72.69

Similar to Adaboost.M1 (section 3.2.1) and neural networks (section 3.2.2) most misclassifica-
tions were attributed to confusions between stars and physical binaries. The total classification
error was slightly higher than for neural networks. For the same experiment table 9 shows the
covariance models and the number of mixtures per class which were determined during training.
The table shows that the maximum of 6 mixture components were used to model stars whereas
fewer mixture components were used to model the other classes. Moreover the most flexi-
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ble covariance model “VVV” was chosen for the mixture components in every class (arbitrary
volume, shape and orientation of the covariance ellipsoid, see Fraley & Raftery (2006)).

Table 9: Mixture clustering with PCA results for G = 17 data using BP/RP only, up to 6
mixture components per class, 30 principal components: Covariance models and number of
mixture components per class.

Galaxies Phys. Binary Quasars Stars
Covariance Model VVV \'A'AY VVV  VVV
#Mixtures 4 4 5 6

For stars there seemed to be a tendency of using more mixture components that for the other
classes. When using 30 principal components and a maximum of 9 mixtures all of the 9 mix-
tures components were used to model stars. However only a maximum of six mixture compo-
nents was used to model any of the other classes. This might be an indication that stars needed
a more complex modelling than the other classes.

3.2.4 Radial basis function networks

For radial basis function networks we used the RWweka library. We varied the number of basis
functions between 1 and 250 as well as the regularisation parameter for the logistic regression
between 0 and 5 (table 10). The results show that after 100 basis functions a saturation effect
takes place for the total classification error which is not decreasing further for higher numbers
of radial basis functions. The results in the table also suggest that the decay has only little effect
on the total classification error and does not lead to any significant improvements.

Table 10: RBF network results for G = 17 data using BP/RP only: Total classification error
[%].

Size Decay
0 1 2 3 4 5
I 5026 5036 50.35 50.35 50.37 50.37
50 | 39.58 40.06 40.11 40.13 40.13 40.14
100 | 38.52 38.72 38.79 38.78 38.83 38.84
150 | 39.07 39.12 39.12 39.12 39.12 39.16
200 | 39.64 39.76 39.75 39.74 39.75 39.71
250 | 39.75 39.27 39.27 39.22 39.09 39.04
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The confusion matrix for the best result (38.52%) using 100 basis functions and no decay is
shown in table 11. Compared to neural networks and mixture clustering (sections 3.2.1 and
3.2.2) the total classification error is significantly higher. Most misclassifications seemed to
take place for stars of which two thirds were misclassified. The runtime for the training was
1257.9 sec (real time). The runtime for the evaluation was 142.3 sec.

Table 11: RBF network results for G = 17 data using BP/RP only, size = 100, decay = 0:
Confusion matrix in percent.

True classes || Galaxy Phys. Binary Quasar Star

Galaxy 71.03 2093 5.03 3.02

Phys. Binary || 23.37  65.72 1.55 9.36
Quasar 10.59  2.37 76.14  10.90
Star 28.24 3341 4.94 33.41

3.3 BP/RP only: Stars and physical binaries merged

As many misclassifications in section 3.2 were attributed to misclassifications between stars
and physical binaries we also conducted experiments in which the data for both classes were
merged into a single category named “stellar”’. We expected a signification reduction of the total
classication error as a result of this merger.

3.3.1 Adaboost.M1-tests with adabag

Merging stars and physical binaries resulted in an error reduction of about 3% (cf., section
3.2.1) for the Adaboost.M1 algorithm. The results for different iterations of the EM algorithm
are displayed in table 12.
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Table 12: Adaboost.M1 results for G = 17 data using BP/RP only with stars and physical
binaries merged.

Iterations | Total Error | RT Train | RT Eval
Y% sec sec

1 82.59 12.62 1.17

100 34.29 | 1155.57 80.70
200 33.92 | 2349.28 191.15
300 34.34 | 3620.28 373.28
400 34.06 | 4983.56 569.75
500 34.15 | 6050.63 819.75
600 33.94 | 7449.70 | 1161.20

The lowest total classification error (33.92%) was obtained for 200 iterations. Higher numbers
of iterations did not lead to a further reduction of the total classification error. For 200 itera-
tions table 13 shows the confusion matrix. It is surprising that nearly all of the galaxies were
misclassified as stellar (cf. experiments using all four classes, section 3.2.1). On the other hand
nearly every stellar object is correctly classified as expected. Compared to using four classes
more quasars were misclassified as stellar too.

It should also be noted that due to the merger of both categories there are roughly twice as many
stellar objects as galaxies. Therefore recognising nearly all of the stellar objects has a greater
impact on the total classification error than failing to recognise nearly every galaxy object.

Table 13: Adaboost.M1 results for G = 17 data using BP/RP only with stars and physical
binaries merged: 200 iterations: Confusion matrix in percent.

True classes || Galaxy Quasar Stellar
Galaxy 0.45 0.15 99.40
Quasar 2.01 62.96  35.03
Stellar 0.19 0.56 99.25

3.3.2 Neural Networks

Again we varied the size of the hidden layer between 1 and 9 and the weight decay between 0
and 100. Table 14 shows the total classification error.
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Table 14: Neural network results for G = 17 data using BP/RP only with stars and physical
binaries merged: Total classification error [%].

Size Decay

0 10°% 10* 107 1072 107! 1 10 100
1 | 3822 9392 28.77 8491 84.89 26.02 92.11 90.62 84.72
2 123,67 1793 16.79 16.85 17.62 15.68 13.09 22.22 41.74
3 121.66 1891 1210 7.30 798 791 9.03 16.13 4226
4 110.02 953 930 638 388 5.05 7.01 1341 41.70
5 9.24 730 691 6.87 529 333 5.08 1275 42.14
6 933 6.71 841 478 429 243 427 11.28 41.39
7 879 548 765 591 400 241 399 12.03 41.21
8 6.94 821 811 287 329 1.83 378 1091 40.93
9 7.18 659 455 293 192 202 344 11.09 40.81

The best result (1.83%) was obtained using size = 8 and decay = 10!, This corresponds to
the best result in the experiments using four classes which used size = 9 and decay = 1071
(section 3.2.2). Compared to this result the error rate has been reduced by 7.61% by merging
stars and physical binaries.

For the best result the confusion matrix is shown in table 15. The runtime for the training
was 345.1 sec (real time). The runtime for the predictions was 1.1 sec. As a difference to
experiments with Adaboost.M1 (section 3.3.1) the merger did not increase the number of mis-
classifications of galaxies or quasars.

Nearly every object which was classified as being a physical binary or a star when using four
classes was classified as being a stellar object when using three classes only (cf. section 3.2.2).
Therefore using neural networks on G = 17 data with stars and physical binaries merged re-
sulted in a near perfect classification.

Table 15: Neural network results for G = 17 data using BP/RP only, size = 9, decay = 107
Confusion matrix in percent.

True classes || Galaxy Quasar Stellar
Galaxy 98.49  0.10 1.41
Quasar 1.43 96.74  1.83
Stellar 0.53 0.68 98.79
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3.3.3 Mixture clustering with PCA

The maximum number of mixture components per class was varied between 1 and 10. The
number of principal components was also varied during the experiment between 1 (maximum
data reduction) and 96 (no data reduction).

Table 16: Mixture clustering with PCA results for G = 17 data using BP/RP only with stars
and physical binaries merged: Total classification error [%].

Mixtures Number of PCs

1 10 20 30 40 50 60 70 80 90 96
[1,1] 57.69 32.75 2228 12.61 851 8.09 790 7.84 820 8.18 824
[1,2] 48.76 14.10 8.60 6.20 5.61 535 542 554 526 6.07 6.01
1, 3] 48.14 9.64 407 3.15 280 2.60 357 221 258 258 5.09
[1,4] 48.14  7.81 3.11  2.60 1.77 198 326 2.03 2.69 476 5.07
1, 5] 48.39 6.14 2.28 1.72 081 1.32 1.84 195 192 217 5.01
1, 6] 48.39  5.35 196 136 080 133 183 196 192 217 5.03
[1,7] 4839 472 176 148 080 1.32 1.84 196 1.92 217 503
1, 8] 4838 422 1.76 1.09 0.80 1.33 1.84 - 192 217 448
[1,9] 48.38 3.60 1.64 1.08 080 1.32 1.84 - 192 217 541
[1,10] 48.39  3.30 - 1.08 0.80 1.33 - - - - -

The best result was a total error rate of 0.80% which was obtained using 40 principal compo-
nents and up to 6 mixture components per class. Using more principal components did increase
the error which might be due to the fact that a better fitting of the data was possible when using
fewer dimensions. Moreover using more mixture components per class did neither decrease the
error rate. The confusion matrix for this result is shown in table 17. The runtime for the training
was 1302.6 sec (real time). The runtime for the evaluation on the test set was 2.2 sec.

Table 17: Mixture clustering with PCA results for G = 17 data using BP/RP only with stars
and physical binaries merged, up to 6 mixture components per class, 40 principal components:
Confusion matrix in percent.

True classes || Galaxy Quasar Stellar
Galaxy 99.60  0.00 0.40
Quasar 0.00 98.53 1.48
Stellar 0.24 0.39 99.37

Similar to neural networks (section 3.3.2) merging stars and physical binaries had no negative
effect on the total classification error regarding galaxies and quasars and resulted in a near

Gaia DPAC Document 17



DSC Benchmarking
Gaia DPAC: CU8-DU-MPIA GAIA-C8-TN-MPIA-CE-001-01

perfect classification. For the same experiment table 18 shows the covariance models and the
number of mixtures per class which were determined during training. The number of mixture
components used to model galaxies or quasars did not change (cf. section 3.2.3). Similar to stars
the stellar class was modeled using the highest number of mixture components as compared to
galaxies or quasars. The covariance models determined by the algorithm remained the same
when using only three classes.

Table 18: Mixture clustering with PCA results for G = 17 data using BP/RP only with stars
and physical binaries merged, up to 6 mixture components per class, 40 principal components:
Covariance models and number of mixture components per class.

Galaxies Quasar Stellar
Covariance Model VvV VVV VVV
#Mixtures 4 5 6

3.3.4 Radial basis function networks

Again we varied the number of basis functions between 1 and 250 as well as the regularisation
parameter between 0 and 5 (table 19).

Table 19: RBF network results for G = 17 data using BP/RP only with stars and physical
binaries merged: Total classification error [%].

Size Decay
0 1 2 3 4 5
1 | 42774 4274 4274 42774 4274 4274
50 | 2934 29.56 29.63 29.68 29.67 29.65
100 | 27.00 27.46 27.50 27.56 27.57 27.55
150 | 28.00 27.80 27.86 28.15 28.11 28.14
200 | 28.46 28.41 28.47 28.53 28.60 28.58
250 | 26.00 2597 2595 2596 2593 25.96

The confusion matrix for the best result (25.93%) using 250 basis functions and a weight decay
of four is shown in table 20. The runtime for the training was 1675.0 sec (real time). The
runtime for the evaluation was 252.8 sec.

Merging stars and physical binaries reduced the total classification error by 12.59% (cf. section
3.2.4). However the classification error is still significantly higher compared to neural networks
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(section 3.3.2) or mixture clustering (section 3.3.3). This is partly due to 43.01% of the galaxies
which are now classified as stellar. This effect was also observed in the Adaboost.M1 experi-
ments (section 3.3.1) and it increases the number of misclassifications considerably.

Table 20: RBF network results for G = 17 data using BP/RP only, with stars and physical
binaries merged, size = 250, decay = 4: Confusion matrix in percent.

True classes || Galaxy Quasar Stellar
Galaxy 53.82  3.17 43.01
Quasar 5.94 78.42  15.64
Stellar 15.06  3.50 81.44

3.4 BP/RP and astrometry

In these experiments we included the features for parallax and proper motion. We expected that
those features will lower the total classification error compared to the results in section 3.2.

3.4.1 Adaboost.M1-tests with adabag

For boosting the Adaboost.M1-implementation of the adabag R-library was used. Table 21
shows the total classification error for different iterations of the EM algorithm.

Table 21: Adaboost.M1 results for G = 17 data using BP/RP and astrometry: Total classifica-
tion error and runtimes in real time.

Iterations | Total Error | RT Train | RT Eval
% sec sec

1 23.29 20.1 1.2

100 13.42 1591.2 87.2
200 13.07 32759 214.8
300 13.23 49393 380.8
400 13.09 6586.4 603.1
500 13.03 8183.3 879.0
600 13.05 | 102569 | 1207.6

The lowest total classification error (13.03%) was obtained for 500 iterations. For this result
table 22 shows the confusion matrix. Adding the parallax and proper motion features had a
considerable impact on the total classification error which was reduced by 24.78% (cf. section
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3.2.1). Especially the classification of galaxies improved which is near perfect when using
parallaxes and astrometry. Furthermore the confusion matrix proved to be relatively stable for
all experiments with more than 100 iterations.

Table 22: Adaboost.M1 results for G = 17 data using BP/RP and astrometry: 500 iterations:
Confusion matrix in percent.

True classes || Galaxy Phys. Binary Quasar Star

Galaxy 99.50  0.00 0.50 0.00
Phys. Binary || 0.00 75.73 0.00 24.27

Quasar 5.99 0.00 94.01 0.00
Star 0.00 21.53 0.00 78.47

3.4.2 Neural Networks

As in the experiments using four classes we varied the size of the hidden layer between 1 and 9
as well as the weight decay between 0 and 100 (table 23).

Table 23: Neural network results for G = 17 data using BP/RP and astrometry: Total classifi-
cation error [%].

Size Decay

0 10°% 10* 1073 1072 107! 1 10 100
1 |3091 31.05 77.08 77.75 77.65 78.03 77.75 99.83 97.68
2 12401 1417 13.06 1281 13.07 1424 16.61 21.00 35.26
3 11565 18.76 1437 1233 12.10 11.23 11.74 16.21 33.50
4 | 1286 14.89 14.04 1020 941 8.61 10.00 16.99 33.73
5 1392 16.58 13.58 10.06 9.18 835 10.00 1594 31.18
6 | 1281 10.56 1233 10.66 891 8.11 9.69 17.03 33.56
7 |16.16 1458 1226 11.23 949 787 876 1591 31.61
8§ | 13.60 13.01 11.14 1067 994 746 896 16.16 31.83
9 | 11.72 13774 11.51 11.59 11.09 8.03 860 1530 31.27

The best result (7.46%) was obtained using size = 8 and decay = 10~!. For this experiment
the confusion matrix is shown in table 24. The runtime for the training was 366.2 sec (real
time). The runtime for the predictions was 1.1 sec.

Compared to the Adaboost.M1 algorithm (section 3.4.1) neural networks again resulted in a
lower classification error. Compared to the neural network experiments without astrometry
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the error rate was reduced by 1.98% (cf. section 3.2.2). Similar to the experiments without
astrometry the most misclassifications took place between physical binaries and stars.

Table 24: Neural network results for G = 17 data using BP/RP and astrometry, size = 8§,
decay = 10~1: Confusion matrix in percent.

True classes || Galaxy Phys. Binary Quasar Star

Galaxy 99.95  0.00 0.05 0.00
Phys. Binary || 0.05 86.29 0.00 13.66

Quasar 1.30 0.22 98.35 0.13
Star 0.14 14.26 0.14 85.46

3.4.3 Mixture clustering with PCA

The maximum number of mixture components per class was varied between 1 and 10. The
number of principal components was also varied during the experiment between 1 (maximum
data reduction) and 98 (no data reduction). Compared to the experiments without astrometry
the maximum number of principal components is 98 (instead of 96) due to the two additional
dimensions of the feature vector (parallax and proper motion). The results are shown in table
25.

Table 25: Mixture clustering with PCA results for G = 17 data using BP/RP and astrometry:
Total classification error [%].

Mixtures Number of PCs

1 10 20 30 40 50 60 70 80 90 98
[1,1] 61.02 27.78 22.86 20.01 19.27 19.66 19.73 20.04 19.90 20.00 19.73
1,2] 58.11 19.10 14.17 13.15 13.57 13.20 14.15 14.61 1491 1544 1542
1, 3] 56.81 16.79 11.63 11.25 11.53 1323 13.73 11.97 12.66 13.52 16.67
1, 4] 5697 15.07 11.71 9.56 11.16 1270 13.38 11.58 1524 1346 16.05
[1,5] 56.30 1358 994 955 949 10.69 1091 1144 1222 13.07 1540
1, 6] 5628 1243 999 955 938 10.65 1091 1145 12.22 - 15.36
[1,7] 56.28 1241 10.00 9.55 938 10.65 10.91 - - - -
1, 8] 56.28 12.35 10.00 9.52 9.38 10.65 10.91 - - - -
[1,9] 56.28 12.35 10.00 951 938 10.65 1091 - - - -
[1,10] 56.28 12.27 10.00 9.51 9.38 10.65 - - - - -

The best result was a total error rate of 9.38% was obtained using 40 principal components
and up to six mixture components per class. This result was reproduced when using up to
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seven, eight, nine or ten mixture components per class. The confusion matrix for 40 principal
components and up to six mixture components per class is shown in table 26. The runtime
for the training was 1001.1 sec (real time). The runtime for the evaluation on the test set was
2.9 sec. Similar to neural networks (section 3.4.2) most misclassifications took place between
physical binaries and stars.

Compared to the results without astrometry the total classification error was reduced by 1.55%
(cf. section 3.2.3). Similar to those results the PCA and the subsequent dimensionality reduction
were able to reduce the number of classification errors.

Table 26: Mixture clustering with PCA results for G = 17 data using BP/RP and astrometry, up
to 6 mixture components per class, 40 principal components: Confusion matrix in percent.

True classes || Galaxies Phys. Binary Quasars Stars
Galaxy 99.55 0.45 0.00 0.00

Phys. Binary || 0.00 80.33 0.00 19.67
Quasars 0.00 0.04 99.55 0.40

Stars 0.00 17.38 0.00 82.62

For the same experiment table 27 shows the covariance models and the number of mixtures
per class which were determined during training. Compared to the results without astrometry
(section 3.2.3) the covariance models chosen by the algorithm did not change. For all classes
except quasars the same number of mixture components was used. In the experiments with
astrometry three instead of five mixture components were used.

Table 27: Mixture clustering with PCA results for G = 17 data using BP/RP and astrometry, up
to 6 mixture components per class, 40 principal components: Covariance models and number
of mixture components per class.

Galaxies Phys. Binary Quasars Stars
Covariance Model VVV VVV VVV  VVV
#Mixtures 4 4 3 6

3.4.4 Radial basis function networks

Again we varied the number of basis functions between 1 and 250 as well as the decay parameter
for regularisation between 0 and 5 (table 28).
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Table 28: RBF network results for G = 17 data using BP/RP and astrometry: Total classification
error [%].

Size Decay
0 1 2 3 4 5
1 3947 3947 3947 3947 3947 3947
50 | 28.46 29.37 29.38 29.35 29.37 29.37
100 | 27.90 28.64 28.71 28.70 28.67 28.70
150 | 27.12 2791 2790 27.89 27.80 27.81
200 | 28.55 28.35 2846 28.47 28.49 28.53
250 | 27.38 26.32 2639 2637 2643 26.50

The confusion matrix for the best result (27.12%) using 150 basis functions and no decay is
shown in table 29. The runtime for the training was 3 160.7 sec (real time). The runtime for the
evaluation was 208.7 sec.

Similar to the Adaboost.M1 algorithm (section 3.4.1) the addition of astrometry had a signifi-
cant impact on the total classification error of radial basis function networks (11.40%). However
the error is still significantly higher than for neural networks (section 3.4.2 or mixture cluster-
ing (section 3.4.2). Similar to the experiments without astrometry the decay for the logistic
regression does not have a significant impact on the total classification error (cf. section 3.2.4).
Similar to Adaboost.M1 galaxies seem to profit most from astrometry. Here the total classifica-
tion error was reduced by 23.99%.

Table 29: RBF network results for G = 17 data using BP/RP and astrometry with stars and
physical binaries merged, size = 150, decay = 0: Confusion matrix in percent.

True classes || Galaxy Phys. Binary Quasar Star

Galaxy 95.02 045 3.82 0.70
Phys. Binary || 12.56  71.22 1.45 14.77

Quasar 9.74 0.45 84.05 5.76
Star 15770 33.69 8.34 42.27

3.5 BP/RP and astrometry: Stars and physical binaries merged

As in the experiments involving BP/RP only we also investigated merging physical binaries and
stars when using BP/RP together with astrometry.
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3.5.1 Adaboost.M1-tests with adabag

The merging of stars and physical binaries had a significant effect when using BP/RP together
with astrometry. As a difference to the experiments using four classes (section 3.4.1) the total
error was reduced by 24%. this is a significant improvement compared to the experiments
without astrometry (section 3.3.1) in which the merging of physical binaries and stars only led
to a reduction of 3%. Compared to the Adaboost.M1 experiments using four classes the total
classification error was reduced by 6.97%. Table 30 shows the total classification error for
different iterations of the EM algorithm.

Table 30: Adaboost.M1 results for G = 17 data using BP/RP and astrometry with stars and
physical binaries merged: Total classification error and runtimes in real time.

Iterations | Total Error | RT Train | RT Eval
%0 sec sec

1 13.69 10.8 1.2

100 1.58 995.0 83.5
200 1.46 2073.2 206.3
300 1.53 3137.0 389.7
400 1.43 4257.2 599.2
500 1.53 5311.4 836.9
600 1.47 6380.1 | 1099.0

The lowest total classification error (1.43%) was obtained for 400 iterations. For this result
table 31 shows the confusion matrix. As a difference to the experiments without astrometry
(section 3.3.1) the misclassifications of galaxies did not increase which seems to be attributed
to the astrometry. This seems to be the reason for the significant error reduction.

Table 31: Adaboost.M1 results for G = 17 data using BP/RP and astrometry with stars and
physical binaries merged, 400 iterations: Confusion matrix in percent.

True classes || Galaxy Quasar Stellar
Galaxy 99.45  0.55 0.00
Quasar 4.87 95.13  0.00
Stellar 0.00 0.00 100.00
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3.5.2 Neural Networks

Again we varied the size of the layer between 1 and 9 and the weight decay between 0 and 100
(table 32).

Table 32: Neural network results for G = 17 data using BP/RP and astrometry with stars and
physical binaries merged: Total classification error [%].

Size Decay

0 107° 107* 107* 1072 107! 1 10 100
I 1209 720 6.82 7.78 7.13 7.86 10.29 25.04 76.11
2 204 202 166 256 143 210 379 695 2556
3 1.73 122 097 090 149 0.69 1.02 427 23.19
4 1.82 050 145 1.06 032 042 1.00 3.88 13.81
5 1.59 085 0.70 037 033 030 1.02 430 1442
6 1.62 043 0.18 044 029 033 1.00 348 13.07
7 1.33 0.67 039 042 024 027 092 355 14.60
8 .51 1.09 0.19 0.17 027 049 085 3.48 14.32
9 0.68 0.16 031 020 020 036 0.79 329 1452

The best result (0.16%) was obtained using size = 9 and decay = 10~°. Out of a total of 8360
objects only 13 were misclassified. The weight decay for the best result is lower compared to
the other neural network experiments on G = 17 data. However this corresponds only to 26
errors which is not a big difference to the result for size = 9 and decay = 107! (30 errors).
Compared to the results using four classes (section 3.4.2) the error rate has been reduced by
7.30 % by merging stars and physical binaries. Compared to the results using no astrometry
(section 3.3.2) the total classification error could be reduced by another 1.67%.

For the best result the confusion matrix is shown in table 33. The runtime for the training was
327.5 sec (real time). The runtime for the predictions was 0.1 sec. The classification for galaxies
is perfect.

Table 33: Neural network results for G = 17 data using BP/RP only, size = 9, decay = 1075:
Confusion matrix in percent.

True classes || Galaxy Quasar Stellar
Galaxy 100.00 0.00 0.00
Quasar 0.40 99.60 0.00
Stellar 0.05 0.05 99.90
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3.5.3 Mixture clustering with PCA

The maximum number of mixture components per class was varied between 1 and 10. The
number of principal components was also varied during the experiment between 1 (maximum
data reduction) and 98 (no data reduction). The results are shown in table 34.

Table 34: Mixture clustering with PCA results for G = 17 data using BP/RP and astrometry
with stars and physical binaries merged: Total classification error [%].

Mixtures Number of PCs

1 10 20 30 40 50 60 70 80 90 98
[1,1] 5846 974 640 497 495 509 515 525 527 527 529
[1,2] 49.84 3.18 0.85 094 200 222 3.00 339 336 347 3.19
[1,3] 48.61 192 0.51 1.15 155 2.07 263 065 0.75 098 4.08
[1,4] 4832 121 041 0.12 166 1.60 2.01 047 355 097 3.50
[1,5] 4755 1.18 0.14 0.08 0.12 0.19 022 037 047 0.72 245
1, 6] 4791 094 022 0.08 0.10 0.17 0.22 037 047 - 2.26
[1,7] 4791 081 024 0.08 008 0.17 0.22 - 047 - 226
1, 8] 48.70 0.70 0.24 0.10 0.08 0.17 0.22 - 047 - 270
[1,9] 48.70 0.70 0.24 0.08 0.08 0.17 0.22 - 047 - 261
[1,10] 48.70 0.59 0.24 0.08 008 0.17 0.22 - - - -

The best result had a total error rate of 0.08% and was obtained using 30 or 40 principal com-
ponents and a maximum of 5-10 mixture components per class. The confusion matrix for 30
principal components and up to five mixture components per class is shown in table 35. Again
the dimension reduction in combination with the PCA was able to reduce the number of clas-
sification errors. The runtime for the training was 747.1 sec (real time). The runtime for the
evaluation on the test set was 1.9 sec.

Table 35: Mixture clustering with PCA results for G = 17 data using BP/RP and astrometry
with stars and physical binaries merged, up to five mixture components per class, 30 principal
components: Confusion matrix in percent.

True classes || Galaxy Quasar Stellar
Galaxy 99.85  0.05 0.10
Quasar 0.00 99.82 0.18
Stellar 0.00 0.00 100.00

Compared to neural networks (section 3.5.2) mixture clustering achieved an even lower total
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classification error. Out of 8 360 objects only 7 were misclassified. Compared to the experi-
ments using four classes (section 3.4.2) the error rate was reduced by 9.3%. This was mainly
done by removing the misclassifications between the physical binaries and the stars which are
now classified perfectly. Compared to experiments without astrometry (section 3.3.3) the error
rate was reduced by another 0.72%.

For the same experiment table 36 shows the covariance models and the number of mixtures per
class which were determined during training. As in the experiments using four classes (section
3.4.2) and in the experiments without astrometry (section 3.3.3) the “VVV” model was used for
the covariance matrices in each of the classes. The numbers of mixture components are also
similar.

Table 36: Mixture clustering with PCA results for G = 17 data using BP/RP and astrometry
with stars and physical binaries merged, up to five mixture components per class, 30 principal
components: Covariance models and number of mixture components per class.

Galaxies Quasar Stellar
Covariance Model VVV \AAY \YAAYS
#Mixtures 4 5 5

3.5.4 Radial basis function networks

Again we varied the number of basis functions between 1 and 250 as well as the regularisation
parameter between 0 and 5 (table 37).

Table 37: RBF network results for G = 17 data using BP/RP and astrometry with stars and
physical binaries merged: Total classification error [%].

Size Decay
0 1 2 3 4 5
1 | 23.58 2358 23.58 23.58 23.58 23.57
50 | 18.52 18.83 18.86 18.88 18.89 18091
100 | 16.98 17.47 17.50 17.53 17.49 17.55
150 | 17.25 17.85 17.87 1793 1797 17.98
200 | 17.32 17.35 17.42 1741 1743 17.47
250 | 1535 1534 1535 1528 1536 1541

The confusion matrix for the best result (15.28%) using 250 basis functions and a decay of three
is shown in table 38. The runtime for the training was 1354.2 sec (real time). The runtime for
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the evaluation was 255.8 sec. Therefore radial basis function networks performed considerably
worse than neural networks (section 3.5.2) or mixture clustering (section 3.5.3) on this data set
which resulted in near perfect classifications.

Compared to the corresponding experiments without astrometry (section 3.3.4) the addition
of the astrometry features resulted in a decrease of 10.65% of the total classification error.
Compared to the experiments using four classes (section 3.4.4) the error rate was reduced by
11.84% because of merging physical binaries and stars. By this merger especially the number
of misclassifications of stars was reduced considerably.

Table 38: RBF network results for G = 17 data using BP/RP and astrometry with stars and
physical binaries merged, size = 250, decay = 3: Confusion matrix in percent.

True classes || Galaxy Quasar Stellar
Galaxy 9291 1.11 5.99
Quasar 10.81 83.82 5.36
Stellar 14.00 4.73 81.27

4 Magnitude 20

4.1 Data sets

As for the G = 17 data the data set comprises 96 concatenated BP/RP bins as well as two fea-

tures for parallaxes and proper motions (table 39). The data used are available under Subversion

in the MPIA development directory (see Data file for G = 20 training; Data file for G' = 20 evaluation
in bibliography). Again the physical binaries used in the data had a brightness ratio of between

zero and four and we used end-of-mission noise which was based on 80 transits.

Table 39: Data sets for GG = 20 data.

Training set
Galaxies | Physical Binaries | Quasars | Stars
1934 2073 2156 2162
Evaluation set

Galaxies | Physical Binaries | Quasars | Stars
1935 2073 2156 2161
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4.2 BP/RP only

In the tests in these sections only the BP/RP information (96 dimensions) of the data was used.
The astrometry part (parallax and proper motions) was ignored.

4.2.1 Adaboost.M1-tests with adabag

As for the G = 17 data the Adaboost.M1-implementation of the adabag R-library R Project
(2007); Cortés et al. (2007) was also used for the G = 20 data. Again we compared the total
error for different numbers of iterations of the EM algorithm (table 40).

Table 40: Adaboost.M1 results for G = 20 data using BP/RP only: Total classification error
[%].

Iterations | Total Error
1 49.80

100 44.23
200 44 .41
300 44 .41
400 44.44
500 44.47
600 44.29

As the error rate does not seem to change significantly after 100 iterations we configured tests
using 1-50 iterations. This time maximum CART tree depth values between 1 and 30 were
additionally investigated (table 41).
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Table 41: Adaboost.M1 results for G = 20 data using BP/RP only: Total classification error
and runtimes in real time for EM iterations vs. CART tree depth.

Iterations | Max. Depth || Total Error | RT Train | RT Eval
% sec sec

1 1 76.83 8.4 1.2

10 45.88 41.6 1.2

20 47.74 46.2 1.2

30 46.87 48.5 1.2

10 1 83.62 62.5 8.2

10 41.38 393.9 9.8

20 42.34 531.0 9.3

30 41.81 501.1 8.4

20 1 83.63 125.5 14.8

10 41.63 798.7 24.6

20 41.18 995.3 16.5

30 41.13 1096.5 16.9

30 1 83.71 196.9 21.9

10 40.97 1147.8 24.6

20 40.84 1503.3 24.3

30 41.29 1402.4 21.0

40 1 83.41 2339 27.5

10 40.19 1470.3 27.1

20 40.82 1903.9 28.2

30 41.21 1878.4 41.2

50 1 83.65 293.2 36.4

10 40.90 1812.0 35.9

20 40.89 2364.4 35.6

30 40.77 23344 34.8

The lowest total classification error (40.19%) was obtained for 40 EM iterations and a CART
tree depth of 10. For this result table 42 shows the confusion matrix. Therefore the variation
of the CART tree depth resulted in another decrease of the classification error of about 4%.
Compared to the experiments using G = 17 data (section 3.2.1) the total classification error
was increased by 2.38%.
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Table 42: Adaboost.M1 results for G = 20 data using BP/RP only: 100 iterations: Confusion
matrix in percent.

True classes || Galaxy Phys. Binary Quasar Star

Galaxy 66.30  27.49 1.34 4.86

Phys. Binary || 21.85  71.15 0.05 6.95
Quasar 1452 2.69 68.88  13.91
Star 25.68  38.92 1.34 34.06

4.2.2 Neural Networks

As for the G = 17 data we investigated neural networks. Again we varied the size of the
hidden layer between 1 and 9 and chose values between 0 and 100 for the decay. The results
are displayed in table 43.

Table 43: Neural network results for G = 20 data using BP/RP only: Total classification error
[%].

Size Decay

0 107°% 10* 1073 1072 107! 1 10 100
75.00 75.43 76.41 55771 57.59 80.38 58.64 77.24 82.34
56.17 56.50 41.56 57.78 41.63 42.15 51.05 46.85 58.07
51.77 4895 41.29 4926 3745 36.56 4590 41.81 57.14
4482 4381 47.66 4642 41.18 36.84 36.80 39.04 55.56
38.21 43.45 41.81 42.04 3371 3453 3479 38.46 54.82
40.58 44.80 38.22 37.16 41.00 3290 34.25 37.18 55.44
41.07 3992 4121 38.67 36.11 3342 3252 3721 55.11
43.80 41.13 43.14 4091 38.07 3238 32.02 3647 54.13
43.84 4332 40.01 41.08 37.01 30.56 30.21 36.74 54.59

O 0 1O N B~ W~

The best result (30.21%) was obtained using size = 9 and decay = 1. This corresponds to the
results for the G = 17 data (section 3.2.2) for which size = 9 and decay = 10! proved to be
best. For size = 9 and decay = 1 the confusion matrix is shown in table 44. The runtime for
the training was 480.1 sec (real time). The runtime for the predictions was 0.9 sec.

Therefore compared to the experiments using G = 17 data (section 3.2.2) the total classifica-
tion error increased considerably by 20.77%. those misclassifications were not approximately
evenly distributed among all classes. The total classification error for stars increased most
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(31.67%) whereas the total classification error for quasars increased least (12.23%) for the best
experiment. However as in the G = 17 experiments the classification error is again significantly
lower than for the Adaboost.M1 algorithm (cf. section 4.2.1).

Table 44: Neural network results for G = 20 data using BP/RP only, size = 9, decay = 1:
Confusion matrix in percent.

True classes || Galaxy Phys. Binary Quasar Star

Galaxy 7736 15.25 2.27 5.12
Phys. Binary || 12.20  66.67 1.30 19.83

Quasar 5.10 1.44 84.51  8.95
Star 11.75  31.00 5.92 51.32

4.2.3 Mixture clustering with PCA

The maximum number of mixture components per class was varied between 1 and 10. The
number of principal components was also varied during the experiment between 1 (maximum
data reduction) and 96 (no data reduction). The three best parameter combinations resulted in
a total classification error of 33.75% (up to 3 mixture components per class, 60 PCs), 33.79%
(up to 7 mixture components per class, 50 PCs) and 33.85% (up to five mixture components per
class, 50 PCs) respectively.

Table 45: Mixture clustering with PCA results for G = 20 data using BP/RP only: Total
classification error [%].

Mixtures Number of PCs

1 10 20 30 40 50 60 70 80 90 96
[1,1] 61.62 44.04 4424 4223 4090 37.51 37.02 37.17 37.36 38.07 38.34
1,2] 57.87 40.66 41.57 39.58 37.23 36.50 37.74 36.17 35.64 36.29 36.59
1, 3] 5845 3723 39.16 3998 3749 3482 33.75 3571 36.28 36.67 37.15
[1,4] 57.14 38.01 38.59 3990 37.84 3470 3435 3649 3583 36.25 36.80
[1,5] 57.14 3580 40.24 38.07 37.78 33.85 34.57 - - - -
1, 6] 57.14 35.87 39.89 37.81 37.62 34.20 - - - - -
[1,7] 57.16 35.83 3891 3649 3552 33.79 - - - - -
1, 8] 57.17 35.67 38.55 36.22 36.16 - - - - - -
[1,9] 57.17 35.16 3820 36.43 3747 - - - - - -
[1,10] 57.19 35.14 38.08 - - - - - - - -

The best result had a total error rate of 33.75% and was obtained using 60 principal components
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and a maximum of three mixture components per class. The confusion matrix this result is
shown in table 46. The runtime for the training was 875.1 sec (real time). The runtime for the
evaluation on the test set was 3.3 sec. Again the dimension reduction in combination with the
PCA was able to reduce the number of classification errors. For four mixture components per
class using only 60 principal components instead of 96 reduced the error rate by 2.45%.

Similar to the experiments using G = 17 data (section 3.2.3) mixture clustering in combination
with a PCA performs worse than neural networks. Moreover using higher numbers of mixture
components (more than three) does not decrease the total classification error for G = 20 data. It
is also interesting to note that the optimum number of principal components seems to be higher
(50 to 60 for G = 20 instead of 20 to 30 for G = 17).

Table 46: Mixture clustering with PCA results for G = 20 data using BP/RP only, up to three
mixture components per class, 60 principal components: Confusion matrix in percent.

True classes || Galaxy Phys. Binary Quasar Star

Galaxy 73.33  16.69 1.71 8.27
Phys. Binary || 15.97  61.60 0.39 22.05
Quasar 5.33 1.44 78.15 15.07
Star 14.16  31.75 1.62 52.48

For the experiment with the lowest total classification error table 47 shows the covariance mod-
els and the number of mixtures per class which were determined during training. As has already
been discussed above the number of mixture components used to model each class is lower for
the experiments on G = 20 data than for the experiments using G = 17 data (section 3.2.3).

Table 47: Mixture clustering with PCA results for G = 20 data using BP/RP only, up to three
mixture components per class, 60 principal components: Covariance models and number of
mixture components per class.

Galaxies Phys. Binary Quasars Stars
Covariance Model EEE VEV EEE VVV
#Mixtures 3 2 3 3

Moreover different covariance models were chosen (see Fraley & Raftery (2006)). “EEE”
stands for covariance ellipsoids with equal volume, shape and orientation for every mixture
component in a given class. “VEV” stands for covariance ellipsoids with equal shape but pos-
sibly different volume and orientation. “VVV” stands for covariance ellipsoids with arbitrary
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volume, shape and orientation. This means that compared to the most complex covariance
model “VVV” which was used for all classes using the G = 17 simpler models were chosen.
However this choice of models was not stable across the experiments in table 45. This result
together with the higher optimum number of principal components seems to indicate that the
G = 20 data could not be modeled as well as the G = 17 data by the mixture clustering
algorithm.

4.2.4 Radial basis function networks

As for the G = 17 data we varied the number of basis functions between 1 and 250 as well as
the regularisation parameter between 0 and 5 (table 48).

Table 48: RBF network results for G = 20 data using BP/RP only: Total classification error
[%].

Size Decay
0 1 2 3 4 5
I 14993 4997 50.01 50.02 50.03 50.02
50 | 34.68 3491 34.88 3493 3492 3492
100 | 36.02 36.30 36.35 36.38 3635 3641
150 | 37.77 38.55 3851 38.55 38.53 38.53
200 | 39.83 39.82 39.89 3998 40.05 40.05
250 | 40.23 39.87 3994 3995 40.02 40.02

The parameter ranges for the size and the weight decay of the RBF network classification were
estimated using additional tests which are not displayed here. The lowest classification errors
were obtained using 50 basis functions. We also evaluated the sizes 5, 10, 15 and 20 which did
not improve the result for 50 basis functions.

The confusion matrix for the best result (34.68%) using 50 basis functions and no decay is
shown in table 49. The runtime for the training was 2 587.3 sec (real time). The runtime for the
evaluation was 170.0 sec.

Surprisingly the radial basis function network performs better on the G = 20 data than on the
G = 17 data (cf. section 3.2.4). The total classification error was reduced by 3.84%. This seems
mainly to be due to a decrease of the total classification error regarding stars which was reduced
by 15.6%. This result proved to be mostly stable over all experiments in table 48. Compared to
neural networks (section 4.2.1) radial basis function networks perform 4.47% worse regarding
the total classification error. This is a considerably smaller difference than for the G = 17 data.
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Table 49: RBF network results for G = 20 data using BP/RP only, size = 50, decay = 0:
Confusion matrix in percent.

True classes || Galaxy Phys. Binary Quasar Star
Galaxy 68.80  15.40 1.24 14.47
Phys. Binary || 12.40  60.59 0.97 26.05
Quasar 5.33 1.58 83.02 10.07
Star 13.84  30.54 6.62 49.01

4.3 BP/RP only: Stars and physical binaries merged

As for the G = 17 data the classes for stars and physical binaries were merged as objects of
these type are frequently confused and increase the difficulty of properly fitting the data.

4.3.1 Adaboost.M1-tests with adabag

Table 50 shows the results for the Adaboost.M1 algorithm for different number of iterations of
the EM-algorithm.

Table 50: Adaboost.M1 results for G = 20 data using BP/RP only with stars and physical
binaries merged: Total classification error and runtimes in real time.

Iterations | Total Error | RT Train | RT Eval
Y0 sec sec

1 85.73 19.5 1.4

100 35.44 1373.6 85.3
200 35.24 2686.6 202.9
300 35.18 4066.0 390.0
400 35.44 5372.4 604.0
500 35.38 6800.3 1060.3
600 35.46 8986.0 | 11934

The best result (35.18%) was obtained using 300 iterations. For this result the confusion matrix
is shown in table 51. Compared to the experiments using all four classes (section 4.2.1) the
error rate was reduced by 5.01%. Compared to the experiments on G = 17 data (section
3.3.1) the total classification error was increased by 1.26% due to the increase in magnitude.
Similar to the G = 17 results the stellar objects were nearly perfectly classified. Again nearly
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all of the galaxies were misclassified. This seems to be an indication that when using only
three classes the Adaboost.M1 algorithm needs astrometry information to properly distinguish
between galaxies and stellar objects.

Table 51: Adaboost.M1 results for G = 20 data using BP/RP only with stars and physical
binaries merged, 300 iterations: Confusion matrix in percent.

True classes || Galaxy Quasar Stellar
Galaxy 0.26 0.00 99.74
Quasar 0.65 54.69  44.67
Stellar 0.12 0.40 99.48

4.3.2 Neural Networks

Again we varied the size of the hidden layer between 1 and 9 and chose values between 0 and
100 for the weight decay. The results are displayed in table 52.

Table 52: Neural network results for G = 20 data using BP/RP only with stars and physical
binaries merged: Total classification error [%].

Size Decay

0 10 10 103 102 107! 1 10 100
1 | 86.50 88.13 85.21 88.25 86.98 87.59 87.15 87.54 79.92
2 | 37.15 30.03 43.03 37.35 2593 36.16 36.25 29.56 43.20
3 13640 38.71 3220 36.79 25.37 29.54 2442 2626 42.38
4 | 3192 3462 3193 2452 23.14 2351 22.65 2495 43.04
5 12991 35.05 33.18 32.04 2097 19.92 21.03 24.12 42.89
6 |30.62 37.06 27.08 25.80 25.86 19.69 19.51 24.71 43.09
7 |26.88 26.63 2434 25.19 2330 2096 18.93 2297 42.38
8 [29.05 2446 25.11 27.69 22776 20.52 1853 23.11 4275
9 |25.66 28.13 2526 2584 2494 19.92 16.77 22.57 4251

The best result (16.77%) was obtained using size = 9 and decay = 1. This corresponds to
the results for the experiments using four classes (section 4.2.2). By merging stars and physical
binaries the error rate was reduced by 13.44%. For size = 9 and decay = 1 the confusion
matrix is shown in table 53. The runtime for the training was 484.7 sec (real time). The runtime
for the predictions was 1.0 sec.
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Compared to the experiments on G = 17 data (section 3.3.2) the total classification error in-
creased by 14.94%. This increase seems to be mainly due to the misclassifications of galaxies
of which 29.08% were misclassified. Most of the galaxies were wrongly classified as stellar
objects. This result was stable over most of the experiments in table 52.

Compared to the experiments on G = 20 data for four classes (section 4.2.2) the total classi-
fication error was reduced by 13.44%. Compared to the Adaboost.M1 results on the G = 20
data neural networks again proved to result in a significantly lower total classification error (cf.
section 4.3.1).

Table 53: Neural network results for G = 20 data using BP/RP only, size = 9, decay = 1:
Confusion matrix in percent.

True classes || Galaxy Quasar Stellar
Galaxy 69.41  2.53 28.06
Quasar 5.84 82.75 11.41
Stellar 7.58 2.62 89.80

4.3.3 Mixture clustering with PCA

The maximum number of mixture components per class was varied between 1 and 10. The
number of principal components was also varied during the experiment between 1 (maximum
data reduction) and 96 (no data reduction). The results are shown in table 54.

Table 54: Mixture clustering with PCA results for G = 20 data using BP/RP only with stars
and physical binaries merged: Total classification error [%].

Mixtures Number of PCs

1 10 20 30 40 50 60 70 80 90 96
[1,1] 60.14 38.86 38.94 36.14 3391 28.76 28.88 28.96 28.70 28.41 27.95
1, 2] 48.92 3330 33.60 30.51 27.58 20.86 20.19 2147 2193 26.21 25.75
1, 3] 48.10 27.51 28.16 26.09 2495 20.17 22.02 2341 2327 2742 26.85
1,4] 48.16 2597 2639 2429 2494 20.21 22.62 23.89 26.71 27.12 26.33
1, 5] 48.07 25.63 2593 2399 2424 20.34 23.88 - - - -
[1, 6] 48.07 23.71 25.67 23.58 2426 2048 2521 - - - -
[1,7] 4750 22.63 2529 23.03 23.54 20.55 - - - - -
1, 8] 47.50 2276 2537 2347 23.61 24.14 - - - - -
[1,9] 4750 2225 2537 2347 23.62 23.30 - - - - -
[1,10] 49.11 22.23 2519 2347 28.40 22.68 - - - - -
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The best result had a total error rate of 20.17% and was obtained using 50 principal components
and a maximum of three mixture components per class. The confusion matrix this result is
shown in table 55. For the same experiment table 56 shows the covariance models and the
number of mixtures per class which were determined during training. The runtime for the
training was 1044.7 sec (real time). The runtime for the evaluation on the test set was 2.4 sec.

Again the dimension reduction in combination with the PCA was able to reduce the number of
classification errors. For 3 mixture components per class using only 40 principal components
instead of 96 reduced the error rate by 6.68%.

When using 50 principal components it is striking that when using up to 8 mixture instead of
seven mixture the error rate rises by 3.59%. However this might be attributed to variances in
the evaluation set which result in fewer errors when using fewer mixture components per class.
In the training set a different number of mixture components per class might have proven to be
best. However generally the error rate is decreasing when increasing the maximum number of
mixture components per class.

Table 55: Mixture clustering with PCA results for G = 20 data using BP/RP only with stars and
physical binaries merged, up to three mixture components per class, 40 principal components:
Confusion matrix in percent.

True classes || Galaxy Quasar Stellar
Galaxy 75.76  0.98 23.26
Quasar 1020 76.44  13.36
Stellar 15.82  0.76 83.42

Compared to the G = 17 data (section 3.3.3) the total classification error increased consider-
ably by 19.37%. This increase in error was mainly due to misclassifications between galaxies
and stellar objects. Compared to the experiments using four classes (section 4.2.3) the total
classification error decreased by 10.04% due to the merger of both classes. Moreover similar
to those experiments more principal components and less mixtures have been used than for the
G = 17 data (section 3.3.3). The choice of covariance models is also similar to the experiments
using four classes (section 4.2.3).
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Table 56: Mixture clustering with PCA results for G = 20 data using BP/RP only with stars and
physical binaries merged, up to three mixture components per class, 40 principal components:
Covariance models and number of mixture components per class.

Galaxies Quasar Stellar
Covariance Model EEE VEV VVV
#Mixtures 3 3 3

4.3.4 Radial basis function networks

Again we varied the number of basis functions between 1 and 250 as well as the regularisation
parameter between 0 and 5 (table 57).

Table 57: RBF network results for G = 20 data using BP/RP only with stars and physical
binaries merged: Total classification error [%].

Size Decay
0 1 2 3 4 5
1 ]43.02 43.02 43.02 43.02 43.02 43.02
50 |20.23 20.88 21.00 21.05 21.07 21.12
100 | 2094 21.17 21.27 2130 21.27 21.26
150 | 21.53 22.01 21.99 22.02 2193 21.89
200 | 22.55 2294 23.15 2321 2324 2332
250 | 21.81 22.68 22.88 2286 2295 2297

The confusion matrix for the best result (20.23%) using 50 basis functions and no decay is
shown in table 58. The runtime for the training was 293.9 sec (real time). The runtime for the
evaluation was 71.4 sec.

Similar to the experiments using four classes (section 4.2.4) the radial basis function network
performs better on the G = 20 data than on the G = 17 data (cf. section 3.3.4). Compared to
those experiments the total classification error was reduced by 5.7% compared to the G = 20
data. However this time the reduction was evenly distributed among all three classes. Com-
pared to the experiments using four classes the total classification error was reduced by 14.45%.
Similar to the experiments using four classes the radial basis function networks compare con-
siderably better compared to the neural networks on the G = 20 data than on the G = 17
data.
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Table 58: RBF network results for G = 20 data using BP/RP only, with stars and physical
binaries merged, size = 50, decay = 0: Confusion matrix in percent.

True classes || Galaxy Quasar Stellar
Galaxy 60.83  1.09 38.09
Quasar 5.33 82.47 12.20
Stellar 9.31 3.64 87.06

4.4 BP/RP and astrometry
4.4.1 Adaboost.M1-tests with adabag

Again we compared the total error for different numbers of iterations of the EM algorithm (table
59).

Table 59: Adaboost.M1 results for G = 20 data using BP/RP and astrometry: Total classifica-
tion error and runtimes in real time.

Iterations | Total Error | RT Train | RT Eval
% sec sec

1 46.91 18.8 1.2

100 42.61 1786.5 81.5
200 42.68 4112.2 242.0
300 43.03 5799.2 386.7
400 42.69 7409.1 571.7
500 42.85 9530.1 835.8
600 4256 | 11070.2 | 1129.8

The lowest total classification error (42.56%) was obtained for 600 iterations. For this result
table 60 shows the confusion matrix. Compared to the results for G = 17 data (section 3.4.1)
the total classification error increased considerably by 27.16%. This is also due to the fact that
for the G' = 20 data astrometry does not result in the same reduction of the total classification
error than for the G = 17 data.
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Table 60: Adaboost.M1 results for G = 20 data using BP/RP and astrometry: 600 iterations:
Confusion matrix in percent.

True classes || Galaxy Phys. Binary Quasar Star

Galaxy 91.06  5.58 0.67 2.69
Phys. Binary || 32.61  54.70 1.83 10.85

Quasar 35.07 3.11 55.75  6.08
Star 2411  34.11 10.13  31.65

4.4.2 Neural Networks

As in the tests without astrometry we investigated classification by means of neural networks.
Again we varied the size of the layer as well as the value of decay for the weights of the neural
network (table 61).

Table 61: Neural network results for G' = 20 data using BP/RP and astrometry: Total classifi-
cation error [%].

Size Decay

0 10° 107* 107* 1072 107! 1 10 100
51.17 51.11 88.18 57.06 75.53 51.45 52.08 53.84 88.83
4471 47.17 4456 37.15 37.19 37.47 40.06 4091 50.10
40.40 4391 41.13 31.59 39.04 3349 33772 3444 47.46
3791 40.59 4090 36.53 30.68 30.35 33.11 33.39 44.14
38.85 36.67 3595 33.81 33.08 30.73 30.26 32.56 45.95
3690 3494 3646 3535 3595 27.28 29.02 31.94 43.87
37.63 34.23 36.68 33.05 36.22 2796 2798 31.65 44.32
35.04 36.25 37.51 34.11 3292 27.63 27.26 30.77 43.54
3459 3345 36.45 35.17 3434 27.63 26.75 31.52 43.30

O 01N N B W~

The best result (26.75%) was obtained using size = 9 and decay = 1. The same parameter
values were used to produce the best result for the G = 20 experiments without astrometry
(section 4.2.2). For this run the confusion matrix is shown in table 62. The first column contains
the true values of the observations. The runtime for the training was 523.0 sec (real time). The
runtime for the predictions was 0.9 sec.

Compared to the G = 20 experiments without astrometry the total classification error was
reduced by 3.46%. A similar reduction in error has been observed for the G = 17 data (cf.
section 3.4.2).

Gaia DPAC Document 41



DSC Benchmarking
Gaia DPAC: CU8-DU-MPIA GAIA-C8-TN-MPIA-CE-001-01

Table 62: Neural network results for G = 20 data using BP/RP and astrometry, size = 9,
decay = 1: Confusion matrix in percent.

True classes || Galaxy Phys. Binary Quasar Star

Galaxy 83.62  10.08 2.84 3.46
Phys. Binary || 10.67  64.45 0.92 23.98

Quasar 5.84 0.79 88.96 441
Star 7.96 29.85 5.46 56.73

4.4.3 Mixture clustering with PCA

The maximum number of mixture components per class was varied between 1 and 10. The
number of principal components was also varied during the experiment between 1 (maximum
data reduction) and 98 (no data reduction). The results are shown in table 63.

Table 63: Mixture clustering with PCA results for G = 20 data using BP/RP and astrometry:
Total classification error [%].

Mixtures Number of PCs

1 10 20 30 40 50 60 70 80 90 98
[1,1] 62.17 4049 38.89 36.67 35.83 33.96 33.77 34.03 3438 34.62 34.77
1, 2] 58.67 3799 36.16 3474 34.03 3228 30.89 3259 3248 32.89 3291
1, 3] 57.66 3449 3384 3524 3378 30.94 30.22 32.74 32.77 32.95 33.07
[1,4] 5744 3475 3598 3443 3237 3055 32.17 3271 - - -
[1,5] 5744 33.62 3492 3291 32.11 30.14 31.98 - - - -
1, 6] 57.44 3408 3497 3238 31.53 30.31 - - - - -
[1,7] 5744 34.02 3392 31.23 3049 29.27 - - - - -
1, 8] 57.32 3272 33.89 31.17 3254 - - - - - -
[1,9] 57.32 32.70 34.07 - - - - - - - -
[1,10] - 3274 33.50 - - - - - - - -

The best result had a total error rate of 30.14% and was obtained using 50 principal components
and a maximum of five mixture components per class. The confusion matrix this result is
shown in table 64. The runtime for the training was 1 109.8 sec (real time). The runtime for the
evaluation on the test set was 3.0 sec. Again the dimension reduction in combination with the
PCA was able to reduce the number of classification errors, but the effect was not as significant
as in the experiments without astrometry (section 4.2.3). For 3 mixture components per class
using only 60 principal components instead of 98 reduced the error rate by 2.85%.
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Table 64: Mixture clustering with PCA results for G = 20 data using BP/RP and astrometry, up
to five mixture components per class, 50 principal components: Confusion matrix in percent.

True classes || Galaxy Phys. Binary Quasar Star

Galaxy 84.39  10.59 0.88 4.13
Phys. Binary || 11.87  67.00 0.29 20.84
Quasar 8.35 1.35 77.23  13.08
Star 9.02 37.53 1.20 52.24

Compared to the experiments without astrometry (section 4.2.3) the total classification error
was reduced by 3.61%. Compared to the corresponding results for the G = 17 data (cf. section
3.4.2) the total classification error increased by 20.76%. A similar increase in error took place
for the experiments without astrometry (section 4.2.3).

For the experiment with the lowest total classification error table 65 shows the covariance mod-
els and the number of mixtures per class which were determined during training. Similar to the
results without astrometry (section 4.2.3) for some classes simpler models were preferred over
the most complex “VVV” covariance model. Moreover galaxies and quasars were modelled by
five instead of two mixture components.

Table 65: Mixture clustering with PCA results for G = 20 data using BP/RP and astrometry, up
to five mixture components per class, 50 principal components: Covariance models and number
of mixture components per class.

Galaxies Phys. Binary Quasars Stars
Covariance Model EEE VvV EEE VVV
#Mixtures 5 2 5 3

4.4.4 Radial basis function networks

For radial basis function networks we used the RWeka library. We varied the number of basis
functions between 1 and 250 as well as the regularisation parameter between 0 and 5 (table 66).
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Table 66: RBF network results for G = 20 data using BP/RP and astrometry: Total classification
error [%].

Size Decay
0 1 2 3 4 5
1 |4634 4634 4634 46.34 46.34 46.34
50 — 30.56 30.63 30.63 30.64 30.65
100 | 32.28 32.83 3296 33.03 33.02 33.11
150 | 33.13 33.74 33.72 33.78 33.75 33.74
200 | 33.61 3398 34.02 34.02 34.08 34.07
250 | 35.54 36.14 36.30 36.30 36.34 36.36

The parameter ranges for the size and the weight decay of the RBF network classification were
estimated using additional tests which are not displayed here. The best values were obtained
using 50 basis functions. We also evaluated the sizes 5, 10, 15 and 20 which did not improve
the result for 50 basis functions.

The experiment for size 50 and decay 0 does not seem to terminate which seems to be due to
a software issue or a numeric instability of the algorithm. This was reproduced in several runs.
The confusion matrix for the best result (30.56%) using 50 basis functions and a decay of 1 is
shown in table 67. The runtime for the training was 407.1 sec (real time). The runtime for the
evaluation was 79.2 sec.

Table 67: RBF network results for G = 20 data using BP/RP and astrometry, size = 50,
decay = 1: Confusion matrix in percent.

True classes || Galaxy Phys. Binary Quasar Star

Galaxy 77.73  12.66 1.09 8.53
Phys. Binary || 9.31 62.57 0.58 27.55

Quasar 6.22 1.39 8391  8.49
Star 8.79 32.35 4.67 54.19

As for the experiments without astrometry (section 4.2.4) there was only a relatively small
increase in the total classification error when comparing the G = 20 results to the G = 17
results (section 3.4.4). The error increased by 3.44%. Therefore the error for radial basis
function networks is only 3.81% higher than for the neural networks (cf. section 4.4.2).

4.5 BP/RP and astrometry: Stars and physical binaries merged
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4.5.1 Adaboost.M1-tests with adabag

The merging of stars and physical binaries using the Adaboost.M1 algorithm had a similar effect
for the G = 20 data than for the G = 17 data. Compared to the classification with stars and
physical binaries in separate classes (section 4.4.1) the error rate was reduced by 16%. The
reduction for the G = 17 data was 24% (section 3.5.1)

Table 68: Adaboost.M1 results for G = 20 data using BP/RP and astrometry with stars and
physical binaries merged: Total classification error and runtimes in real time.

Iterations | Total Error | RT Train | RT Eval
% sec sec

1 3491 13.6 1.1

100 26.69 1171.9 86.0
200 25.39 2411.6 208.2
300 26.14 3641.4 3949
400 26.29 4867.5 608.0
500 26.34 7035.3 1020.6
600 26.28 7947.6 1141.1

The lowest total classification error was obtained for 200 iterations (25.39%). For this result
table 69 shows the confusion matrix. Compared to the experiments without astrometry (section
4.3.1) the total classification error was reduced by 9.75%. However as a difference to the exper-
iments using the G = 17 data (section 3.4.1) the reduction of the total classification error was
considerably lower.

Table 69: Adaboost.M1 results for G = 20 data using BP/RP and astrometry with stars and
physical binaries merged: 200 iterations: Confusion matrix in percent.

True classes || Galaxy Quasar Stellar
Galaxy 62.07  3.10 34.83
Quasar 23.19 67.76  9.04
Stellar 10.09  6.09 83.82

4.5.2 Neural Networks

As in the tests using all four classes we investigated classification by means of ANNs. Again
we varied the size of the layer as well as the weight decay of the neural network (table 70).
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Table 70: Neural network results for G = 20 data using BP/RP and astrometry with stars and
physical binaries merged: Total classification error [%].

Size Decay

0 10°% 10* 107 1072 107! 1 10 100
1 | 3273 32.65 32.72 32.68 36.29 3292 37.09 82.79 8291
2 11992 30.62 19.98 20.10 20.22 23.38 26.34 2371 33.59
3 12477 27.10 30.08 30.75 18.73 18.04 17.51 19.88 33.18
4 2448 2396 21.09 20.14 17.25 16.46 1650 19.78 32.54
S 2393 2245 25.65 1938 18.71 1548 1643 19.06 33.39
6 |20.78 21.44 21.03 20.78 17.63 16.58 14.61 18.22 32.24
7 | 1935 21.87 21.26 20.79 18.26 1630 13.86 17.11 31.77
8 |[21.24 20.82 19.84 20.87 19.04 14.81 13.06 17.38 32.28
9 |20.18 2047 2090 21.05 19.29 15.39 13.27 16.83 31.72

The best result (13.06%) was obtained using size = 8 and decay = 1. This is consistent with
the G' = 20 tests with classification of four classes. For this experiment the confusion matrix is
shown in table 71. The first column contains the true values of the observations. The runtime for
the training was 465.9 sec (real time). The runtime for the predictions was 1.1 sec. Compared
to the experiments without astrometry (section 4.3.2) the total classification error was reduced
by another 3.71%.

Table 71: Neural network results for G = 20 data using BP/RP and astrometry with stars and
physical binaries merged, size = 8, decay = 1: Confusion matrix in percent.

True classes || Galaxy Quasar Stellar
Galaxy 80.21  3.10 16.69
Quasar 6.17 86.55 7.28
Stellar 6.47 3.31 90.22

4.5.3 Mixture clustering with PCA

The maximum number of mixture components per class was varied between 1 and 10. The
number of principal components was also varied during the experiment between 1 (maximum
data reduction) and 98 (no data reduction). The results are shown in table 72.
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Table 72: Mixture clustering with PCA results for G = 20 data using BP/RP and astrometry
with stars and physical binaries merged: Total classification error [%].

Mixtures Number of PCs

1 10 20 30 40 50 60 70 80 90 98
1 60.16 32.04 29.38 24.52 23.10 21.32 20.98 21.17 21.33 21.31 21.15
2 49.62 28.42 25.09 2173 2044 1628 1568 1735 17.55 18.93 18.94
3 48.79 2336 21.45 19.89 19.18 16.56 16.14 18.07 19.75 19.42 19.11
4 48.61 22.69 20.77 17.54 17.92 16.80 17.55 17.67 - - -
5 48.36 21.06 20.06 1698 17.33 1697 17.65 18.11 - - -
6 48.36 20.52 20.25 16.97 17.07 17.17 — - - — -
7 48.36 2049 19.28 1598 16.17 16.52 — — — - -
8 48.65 19.78 19.41 1598 18.28 17.78 - - - - -
9 48.65 19.81 1941 17.85 19.72 17.49 - - - - -
10 48.65 19.65 19.41 17.85 - 16.90 - - - - -

The best result had a total error rate of 15.98% and was obtained using 30 principal components
and a maximum of 7 mixture components per class. The confusion matrix this result is shown
in table 73. The same result was obtained using up to 8 mixture components per class.

The runtime for the training was 997.9 sec (real time). The runtime for the evaluation on the
test set was 1.9 sec. Again the dimension reduction in combination with the PCA was able to
reduce the number of classification errors. For 3 mixture components per class using only 60
principal components instead of 98 reduced the error rate by 2.97%.

Similar to the G = 17 data (section 3.5.3) the total classification error was reduced significantly
(13.69%, cf. section 4.4.3) by merging stars and physical binaries. The addition of astrometry
additionally reduced the total classification error by 3.71% (cf. section 4.3.4).

Table 73: Mixture clustering with PCA results for G = 20 data using BP/RP and astrometry
with stars and physical binaries merged, up to 7 mixture components per class, 30 principal
components: Confusion matrix in percent.

True classes || Galaxy Quasar Stellar
Galaxy 87.49  2.89 9.61
Quasar 9.79 8428 5.94
Stellar 1535 2.34 82.31

For the experiment with the lowest total classification error table 74 shows the covariance mod-
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els and the number of mixtures per class which were determined during training. As for the
other mixture clustering experiments using G = 20 data simpler covariance models were used
instead of the most complex “VVV” model. Here the “EEE” model (covariance ellipsoids of
equal volume, shape and orientation, see Fraley & Raftery (2006)) was used to model galaxies.
However as a difference to the experiments without astrometry (section 4.3.4) more mixture
components per class were used.

Table 74: Mixture clustering with PCA results for G = 20 data using BP/RP and astrometry
with stars and physical binaries merged, up to 7 mixture components per class, 30 principal
components: Covariance models and number of mixture components per class.

Galaxies Quasar Stellar
Covariance Model EEE VVV  VVV
#Mixtures 7 4 4

4.5.4 Radial basis function networks

Again we varied the number of basis functions between 1 and 250 as well as the regularisation
parameter between 0 and 5 (table 75).

Table 75: RBF network results for G = 20 data using BP/RP and astrometry with stars and
physical binaries merged: Total classification error [%].

Size Decay
0 1 2 3 4 5
1 3947 3947 3947 39.47 39.47 39.48
50 | 1459 1492 14.89 1499 15.05 15.12
100 | 15.74 16.13 16.16 16.13 16.16 16.18
150 | 16.50 17.14 17.20 17.18 17.19 17.20
200 | 17.14 18.16 1829 18.40 18.45 18.52
250 | 18.22 18.71 1894 19.09 19.20 19.26

The confusion matrix for the best result (14.59%) using 50 basis functions and no decay is
shown in table 76. The runtime for the training was 367.7 sec (real time). The runtime for
the evaluation was 72.7 sec. Similar to the experiments without astrometry (section 4.3.4) the
increase in magnitude results in a lower total classification error than on the G = 17 data. This
suggests that the radial basis function network fits the G = 20 data considerably better than
the G = 17 data. Moreover the radial basis function network performs better than mixture
clustering (section 4.5.3) and only slightly worse than neural networks (section 4.5.2).

Gaia DPAC Document 48



DSC Benchmarking
Gaia DPAC: CU8-DU-MPIA GAIA-C8-TN-MPIA-CE-001-01

Table 76: RBF network results for G = 20 data using BP/RP and astrometry with stars and
physical binaries merged, size = 50, decay = 0: Confusion matrix in percent.

True classes || Galaxy Quasar Stellar
Galaxy 7597  0.62 23.41
Quasar 7.05 84.14  8.81
Stellar 7.20 243 90.36

5 Summary and Conclusions

In the experiments described in this report we investigated four algorithms for discrete source
classification (DSC) which were applied to the Gaia cycle 2A data. We investigated G = 17 data
as well as G = 20 data. Moreover we conducted tests with astrometry (BP/RP+Astrometry) and
without astrometry (BP/RP) to investigate its impact on the DSC. We also investigated which
impact the merging of stars and physical binaries had on the classification. This was due to
the fact that for the given range of brightness ratio for physical binaries (zero to four) stars
and physical binaries were generally hard to distinguish. The resulting misclassifications had
a considerable impact on the overall perfomance of the classification algorithms. The merger
resulted in a three class classification problem (galaxies, quasars, stellar objects) instead of the
given four class classification problem (galaxies, physical binaries, quasars, stars). The number
of classes used is denoted with K. This resulted in eight different classification tasks for each
of the four algorithms.

In the experiments we used approximately the same number of sources in each of the four avail-
able classes in the training and test sets. Therefore we did not make use of prior probabilities
which were approximately equal in each of the four classes. Real data however usually con-
tains a considerably larger number of stars than galaxies or quasars. Therefore in this case prior
probabilities will have to be taken into account.

As classification algorithms we investigated boosting using the Adaboost.M1 algorithm in con-
nection with classification and regression trees. Moreover we investigated neural networks
(ANN) using a single hidden layer. We also investigated mixture clustering (Mclust) which
uses a set of Gaussian mixture components to model each class. In connection with mixture
clustering we also used a principal component analysis for dimensionality reduction in order
to make classification for larger numbers of mixture components possible. Furthermore radial
basis function (RBF) networks using normalised Gaussians were used.
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Table 77: Total classification error [%] for DSC algorithm.

G=17 G =20
BP/RP BP/RP+Astrometry BP/RP BP/RP+Astrometry
K=4|K=3|K=4] K=3|K=4[K=3|K=4] K=3
SVM || 1036 [ 251 | 8.26] 0.59 | 3377 | 20.08 | 2880 | 14385
Boosting || 37.81 | 33.93 | 13.03 146 | 4423 | 3518 | 4261 25.39
ANN | 944 | 183 | 746 0.16 | 3021 | 16.77 | 26.75 13.06
Mclust || 10.93 | 0.80 | 9.38 0.08 | 33.75| 20.17 | 30.14 15.98
RBF | 38.52 | 23.95| 27.12 1528 | 34.68 | 20.23 | 30.56 14.59

Table 77 shows the best results of each algorithm with respect to the eight classification tasks
regarding the total classification error. For comparison the baseline results for the current DSC
algorithm which is based on support vector machines (SVM) were added. The lowest total
classification error for each classification task is underlined.

The results show that for the given algorithms ANN seems to perform best over all tasks. How-
ever when stars and physical binaries were merged on the G = 17 data the mixture clustering in
combination with a PCA seems to perform slightly better. However it is possible that a PCA in
connection with ANN would also result in another reduction of the ANN classification error. In
these experiments we investigated the use of PCA only in connection with Mclust. It is surpris-
ing that on the G' = 20 data RBF networks seem to work even better than on the G = 17 data.
This is also reflected in smaller numbers of basis functions on the G = 20 data. Compared to
the baseline SVM approach ANN perform better in each condition. The differences between
SVM and Mclust are marginal except when using BP/RP only and three classes on the G = 17
data. Here SVM results in a 1.71% lower total classification error than Mclust.

It should be noted that for the Adaboost.M1 algorithm using G = 20 data and K = 4 classes
we did not use the best result from table 41 (40.19%) but the best result from table 40 (44.23%).
This is due to the fact that in table 41 we conducted an additional optimization of the CART tree
depth. This tree depth optimization was not conducted in any other Adaboost.M1 experiments
due to the relatively poor overall performance of the Adaboost.M1 algorithm compared to the
other algorithms. The results suggest however that similar improvements for the Adaboost.M1
algorithm might also be possible in the other experiments. However the difference between the
tree depth optimized Adaboost.M1 algorithm and the ANN is still 9.98% (table 77). Therefore
we considered it unlikely that the Adaboost.M1 algorithm with optimized tree depth would
outperform the ANN.

Gaia DPAC Document 50



DSC Benchmarking
Gaia DPAC: CU8-DU-MPIA GAIA-C8-TN-MPIA-CE-001-01

Table 78: Training runtimes (real time in sec) for DSC algorithm.

G=17 G =20
BP/RP BP/RP+Astrometry BP/RP BP/RP+Astrometry
K=4|K=3| K=4] K=3|K=4|K=3|] K=4| K=3
SVM || 9848 | 48.85[ 77.12| 31.45] 166.88 | 144.92 | 151.62 [ 108.75

Boosting || 1592.8 | 2349.3 | 8183.3 42572 | 14703 | 4066.0 | 11070.2 | 2411.6
ANN 508.2 345.1 366.2 327.5 480.1 484.7 523.0 465.9
Mclust 736.6 | 1302.6 | 1001.1 747.1 875.1 | 1044.7 | 1109.8 997.9
RBF || 12579 | 1675.0 | 3160.7 1354.2 | 2587.3 293.9 407.1 367.7

Concerning Mclust we observed differences in the choice of the covariance models for the
mixture components for each class. On G = 17 data more variable models regarding the
volume, shape and orientation of the covariance ellipsoid were preferred whereas on G = 20
data simpler models were additionally used. Regarding the PCA we also observed differences
between mixture clustering experiments on G = 17 and G = 20 data. On G = 20 data there
seems to be a tendency of using more principal components. Moreover in some experiments
lower numbers of mixture components were used to model each class on the G = 20 data.

On a more general level adding astrometry resulted in a reduction of the total classification
error in nearly every experiment which stresses the importance of the astrometry features for the
DSC algorithm. Even larger reductions of the total classification error could be observed when
physical binaries and stars were merged (/X = 3). This is due to the frequent misclassifications
between physical binaries and stars which could be observed in all of the experiments.

An exception was the Boosting algorithm. Here nearly all of the galaxies were misclassified
as stellar when using K = 3 and BP/RP only. This result was reproduced on G = 17 as well
as on G = 20 data. However when using astrometry no corresponding effect took place. As a
result the reduction of the total classification error when using K = 3 instead of K = 4 is lower
for Boosting than for any other algorithm when using BP/RP only. This might indicate that
astrometry information is necessary to properly classify the galaxies by means of the Boosting
algorithm. However these results might also be due to numeric instabilities of the Boosting
algorithm. Therefore the interpretation of these results requires further analysis.

Table 78 contains the runtimes for the training of the experiments from table 77. Here ANN and
RBF networks were generally fastest during training. RBF networks were faster on the G = 20
data than on the G = 17 data because lower numbers of basis functions were used. However
the training of ANN and RBF networks was still considerably slower than the baseline SVM
training in each condition. It is important to note that the times measured are real times which
depend on the processor load. However during the experiments the influence of processor load
on the real time was observed to be generally small. Therefore the real time should provide a

Gaia DPAC Document 51



DSC Benchmarking
Gaia DPAC: CU8-DU-MPIA GAIA-C8-TN-MPIA-CE-001-01

reasonable measure for the efficiency of the algorithms.

Table 79: Evaluation runtimes (real time in sec) for DSC algorithm.

G=17 G =20
BP/RP BP/RP+Astrometry BP/RP BP/RP+Astrometry
K=4|K=3|K=4] K=3|K=4|K=3|K=4] K=3
SVM || 3955[ 1882 | 33.05] 1323 ] 68.15| 51.67 | 64.63 | 42.92
Boosting || 79.9 [ 191.15 [ 879.0 5992 [ 27.1 390.0 [ 1129.8 208.2
ANN L1 L1 L1 0.1 0.9 1.0 0.9 L1
Mclust 2.4 22 2.9 1.9 33 24 3.0 1.9
RBF || 1423 | 252.8 | 2087 255.8 | 170.0 | 714 | 792 727

Table 79 shows the runtimes of the experiments on the evaluation sets. Here ANN and Mclust
proved to be fastest. However as a difference to the other algorithms mixture clustering took
advantage of the principal component analysis which was applied as a preprocessing step to
allow experiments with larger numbers of mixture components. As a difference to the training
runtimes the evaluation of SVM took longer than the evaluation of ANN or Mclust.

6 Next Steps

The results indicate that the ANNs are suitable for fitting the cycle 2A data. Therefore the use
of ANNs will be investigated further in the future. In connection with the Mclust algorithm it
also became apparent that a dimension reduction (in this case the PCA) has a positive impact on
the total classification error. Therefore we will investigate different methods of preprocessing
the Gaia data. Apart from the linear approach the PCA is taking we will also take nonlinear
preprocessing approaches like principle curves into account.
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