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Abstract

The spatial resolution of astronomical observations froenground is impaired by earth’s atmo-
sphere. Turbulent variations of the refractive index ofdhi@bove a telescope degrade the image
resolution to values of typically one arcsecond in the \gslight, seventy times worse than the
diffraction limit of an 8-m class telescope.

This has been overcome in the past years by the developmadapfive optics systems. These
instruments actively compensate the wavefront abermifidnoduced by the atmosphere and al-
low diffraction limited imaging at large telescopes in the neaanef.

This thesis covers an alternative, totally passive appréathe problem of high resolution imag-
ing through the atmosphere. The “Lucky Imaging” techniggel@ts the temporal behaviour of
atmospheric turbulence. By selecting only the best feweudrof several thousand short expo-
sure images, it is possible to recover the full angular tgsm of medium-sized telescopes at
visible wavelengths. This can be realised with a fractiothefinstrumental fort and costs that
is needed for adaptive optics.

AstralLux, a dedicated instrument for this purpose, has begaloped, tested, and used for ob-
servations at the Calar Alto 2.2 m telescope. Its desigrfppaance, and first scientific results
are presented in this work.

Zusammenfassung

Die raumliche Auflésung bodengebundener astronomischalnddntungen wird durch die Erdat-
mosphéare beeintrachtigt. Turbulente Schwankungen dehBngsindex der Luft oberhalb eines
Teleskops begrenzen die erreichbare Winkelauflosung aidgctye Werte von einer Bogense-
kunde — etwa siebzigmal schlechter als das theoretisch&®ufsvermogen eines Teleskops
der 8-m Klasse.

Diese Schwelle wurde in den letzten Jahren durch die Entwickadaptiver Optiken tberwun-
den. Solche Systeme kompensieren die von der Atmosphé&yeméfiten Wellenfrontstérungen
aktiv und ermdéglichen damit beugungsbegrenzte Aufnahmemahen Infrarot.

Die vorliegende Arbeit behandelt eine alternative, reisspse Technik der hochauflosenden bo-
dengebundenen Bildgewinnung. Die Methode des “Lucky Imgighutzt die zeitlichen Charak-
teristika atmosphérischer Turbulenz geschickt aus. Indendie besten wenigen Prozent von
vielen tausend kurz belichteten Einzelaufnahmen genwdrti@n, wird das volle Auflésungsver-
maogen von Teleskopen mittlerer Gréf3e im sichtbaren Liatgi@nt. Hierzu ist nur ein Bruchteil
des instrumentellen und finanziellen Aufwands nétig, deradaptiven Optiken zu bewaltigen
ist.

AstralLux, ein eigensténdiges Instrument flr Lucky Imagivgrde entwickelt, getestet und fur
Beobachtungen am 2.2 m Teleskop auf dem Calar Alto benuézt.#sign, die Leistungsfahig-
keit und erste wissenschatftliche Ergebnisse mit diesendtGesrden in dieser Arbeit prasen-
tiert.
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Chapter

Introduction

Looking at the sky with naked eyes in a clear night you will demisands of stars. All of them
appear to change their brightness in an irregular pattbey, ttwinkle”. Except in a very few
special cases, this is not caused by any physical procestesse stars.

In fact, it is the result of turbulent variations of temperat and pressure in the air above us.
A more detailed look at the stars using a telescope with larggnification will show another
aspect of these turbulences. The stars do not appear paras expected, but seem to be blurred
and dispersed into multiple tiny speckles. This is calledaspheric seeing.

It is actually an everyday experience that temperatureatrans of the air have arffect on the
appearance of distant objects: On a hot summer’s day, thimgndf warm and cold air above
the black tarmac of a street will distort the images of treesauses seen close to the horizon.
If you ever had a seat in the middle of an aeroplane and wattteeground looking through the
hot and dense exhausts of the jet engine, you will have obdehe samefiect even stronger.

The impact of earth’s atmosphere on the image quality obastnical observations is fortu-
nately not as extreme as in the examples above. Neverthakessspheric seeing has limited
the achievable image resolution for the largest part of thiity of observational optical astron-
omy.

1.1 Astronomy and the Turbulent Atmosphere

Let us switch to a more physical approach to the problem ofmirsg the stars through a turbu-
lent medium — in this case air. The sheer existence of suchgohenons like wind, rain, snow,
hot days, cold days etc., in one word: weather, teaches uththatmosphere surrounding us is
not in equilibrium. Local variations of temperature andgstge induce flows on a large range of
temporal and spatial scales. In a low-viscosity mediumdikethese flows will never be laminar,
but turbulent.

At any given moment in time, the atmosphere above a telescap®e imagined as an inhomo-
geneous mixture of turbulent air cells withfidirent temperatures and pressures. The connection
between such inhomogeneities and the blurring of distajactdbis established by the depen-
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dency of the air’s refractive index on these quantities:

1\ P
n(P,T,\) ~1+78-107° (1 +75- 10-3ﬁ) = (1.1)

Here, the light's wavelengthis measured ipm, the air temperature T in Kelvin and the pressure
P in mbar.

The propagation velocity of light through a dense mediuminiergby ¢/n. If two rays of light
with the same wavelength are sent through the atmospheat@renof them has to pass a region
of colder or denser air, it will be delayed with respect to ¢ileer. This delay is equivalent to a
phase dfference

More suitable than looking at individual rays, one can Viseathe light of a distant star as a flat
wavefrontcoming from space. If such a wavefront hits the atmosphkeeslhown in Figure 1.1,
the diferent temperatures and pressures, hentediion indices, of the turbulent cells will add
different phase shifts. On its arrival on the ground, the wanefrill be bent and distorted. This
is the reason for the blurring of astronomical images, tieeitsy”.

Incoming flat wavefront

) — = . — 0 | =~
=0 s~ = O _ (= = A4
o P a1

Figure 1.1. Wavefront distortions
caused by turbulent cells with fér-
ent temperatures or pressures. Adapted
from Egner (2003).

Turbulent atmosphere

Before starting with a mathematical description of thegbulences and their implication for
image quality, a qualitative approach helps to understawd $evere theféects of atmospheric
seeing on ground-based astronomy are.

The top row of Figure 1.2 shows the theoreticaffrdiction limitedpoint spread function§PSF)

of three perfect telescopes withidirent diameter®: 10cm, 70 cm and 2.2 m. The central parts
of the PSFs, the Airy-disks, are surrounded by the fif§tatition ring, best visible in the printed
images for the 70 cm telescope. This is how a distant stardvappear in the absence of the
atmosphere. The angular resolution of firdiction limited telescope, according to Rayleigh, is
defined as the angular distance between the PSF peak andehsitin minimum between the
Airy disk and the first diraction ring. In the case of a circular aperture, this angleethds only
on the telescope diametBrin metres and the wavelengthin um:

A
=122— 1.2
a=1222 (12)

Another convenient measure for the resolution is the amglidemeter of the Airy disk at which
the intensity drops to half the value of the peak intensitige-full width at half maximum:

FWHMp, = 1.02% (1.3)

where the subscrigdL stands for diraction limited.
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Figure 1.2. Simulated theoretical and seeing limited short and longosype point spread
functions of a telescope with 10cm, 70 cm and 2.2 m diameter.

In the visible light, af. ~ 500nm, a telescope with a diameter of 8 m can in theory resolgées
as small as 17 milli-arcseconds. This corresponds to arlireesmlution of~3 cm at a distance
of 400 km — good enough to identify which crew member of thernmational Space Station is
looking out of the window.

The middle row of Figure 1.2 shows how a star would appear iarg shortly exposed image,
taken with the same telescopes, but now through the turbaterosphere. If a 10 cm telescope
is used, the star looks quite similar as in thé&rdction limited case. The PSF is only slightly
blurred and a bit shifted to the right. The picture is totalifferent for the 70cm and 2.2m
telescopes: Instead of a single peak at the position of Hrgitt image is dispersed into many
tiny speckles, each with approximately the same diamettreaditraction limited PSF.

If many of such short-exposure frames are averaged, as ithvibeuthe case in a long-exposure
image taken with a CCD camera or a photographic emulsiosetbpeckle patterns merge into a
seeing diskvith a much larger angular diameter than the individual klgsc Such long-exposure
images are shown in the bottom row of Figure 1.2. For the 10sdestope, this seeing disk is
only slightly larger than the theoretical PSF. Apparerithg atmospheric turbulence did not do
too much harm to the image quality.

In the case of the 70 cm telescope, the seeing disk is almediirfies larger than the fiiiaction
limited FWHM. The angular diameter of the seeing limited RBthe 2.2 m telescope is as large
as for the 70 cm telescope. Though the theoretical resalafithe 2.2 m telescope is three times
better, the atmospheric turbulence limits the achievablggie resolution, independently of the
telescope’s diameter.
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The seeing limited images in Figure 1.2 were simulated faatamospheric turbulence that pro-
vides a seeing of 0.8 arcseconds, a quite common value. §thie iIFWHM of a seeing-limited
image, obtained through a telescope which has a theoratigailar resolution that is much better
than this value. In the case of the 10 cm telescope, tfieadiion limited FWHM at the chosen
wavelength of 500 nm has a diameter of alread95L— larger than the seeing limit. This is the
reason why the atmospheric turbulence did riBgd the final image too much.figctively, the
diffraction limited PSF is convolved with a Gaussian which hasRfWHM of the seeing value.
For the 10 cm telescope, the resulting FWHM 81 For the 70 cm and 2.2 m telescopes, the
diffraction limited FWHM sizes are’Q5 = 150 mas and 48 mas, respectively. This is almost
negligible compared to the seeing limit df&) which determines the final PSF size.

When long-time exposures are obtained through the turbatemosphere, larger aperture diame-
tersD do not provide better spatial resolution, but only more gigitg. The photon flux received
from a star scales with the aperture area, i.e. Brth Since the size of the PSF remains constant
in the seeing limited case, the peak value of the PSF and wille ipeak signal-to-noise ratio
will scale with D? also. If the difraction limit of large telescopes could be recovered, thietli
would be concentrated into a smaller area, since the PSFetkanse« 1/D. In the difraction
limited case, the signal-to-noise ratio for a point sourceil hence scale witB*.

The atmospheric seeing thuffexts not only the spatial resolution of observations olethin
through large telescopes, it also deteriorates the sdhsitiOvercoming the fiects of atmo-
spheric turbulence would provide higher image resolut®waell as improved detection capabil-
ities for faint objects.

1.2 Turbulence Statistics

This section gives a brief introduction into the statidtidescription of atmospheric turbulence.
TheFried parameter g, a measure for the turbulence strength, is introduced.

1.2.1 Phase Structure Function and Fried Parameter

A very convenient way to describe atmospheric turbulenckitanmplications for image quality
is based on th&olmogorovmodel, developed by Tatarski (1961). This model is basechen t
assumption that the energy power spectiikof the turbulence depends on the spatial frequency
K as:

P(k) o« k3 (1.4)

On the time average, optical phase perturbations can beekpstssed by phase structure
function

D(Ir = r')) = (|o(r) - (")) (1.5)

In the case of Kolmogorov turbulence as the underlying maygrocess, this structure function
can be described in terms of a single paramefer

D(r —r’]) = 6.88(r —r’|/rg)*> (1.6)

This parameterg, theFried parameteiis a measure of the total strength of the wavefront aberra-
tions caused by atmospheric turbulence (Fried, 1965)nibeaunderstood as a kind of coherence
length of the turbulent structures.
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If the wavefront variance as described by the above streidiumction is integrated over the
aperture of a telescope with diamelrthe total wavefront variance will be:

5/3
03 = 1.0299(5) (1.7)
For values ofrg close to the telescope diameter, this allows to predictriege quality in the
focal plane (see Section 1.3).

The Fried parameter can also be directly related to the figlthnat half maximum of the seeing
limited PSF in a long-time exposure by:

M
FWHMs; = 0.98 (1.8)
0

This equation exactly contains the conclusions from theipus section: the diameter of a tele-
scope does not determine the spatial resolution in the gdienited case. Instead, théfective
diameter is approximately given by the Fried paramegerThis equation shows one possibil-
ity how ro can be actually determined. At known wavelength, it can beutated from the
measured FWHM of stars on astronomical images. Since sueBurements might befacted
by telescope tracking errors or telescope vibrations,iapestruments for the measurement of
atmospheric seeing parameters have been developed, e Qifftrential Image Motion Moni-
tor (DIMM, Sarazin and Roddier (1990)). Typical values fgrat a wavelength of 500 nm are
10-20 cm, corresponding to a seeing 666-1”.

The structure function given by equation 1.6 would prediat the phase fierence between two
points of a wavefront increases infinitely with the distabeéween these points. But in reality,
the phase structure function starts to flatten out at sepasadf a few 10 m. This is related to the
structure of the atmospheric turbulence. The size of tHaitant cells is limited to typical values
of 10-30 m, theouter scale k. As long as this length is10 times larger than the telescope
diameter, it can be neglected for seeing considerationak®¥j 1991). There is also anner
scale } of turbulence, at which the turbulent energy is dissipatethk air’s viscosity. For most
applications, including astronomical observations indptical and infrared, this scale length is
not relevant (Roddier, 1981).

1.2.2 Refractive Index Structure Function

A direct approach to the opticaftects of atmospheric turbulence is tiefractive index structure
function qz\, describing the turbulent refractive index variations dneir dependency on the
heighth above an observer. Thﬁg’;l structure function is related to the Fried parameter by:

2 1 * 2 e
=16.699“—— Cy(hydh 1.9
o= o5 |, chton 19)
Herey is the angular distance between the zenith and the line bf,ssgcounting for the larger
airmass at lower elevations.

As visible in equation 1.1, the refractive index of air var@nly slightly with wavelength in the
optical regime. The refractive index structure function tdaerefore be assumed to be indepen-
dent on the wavelength, resulting in a very useful relatietwieen the Fried parametey and
wavelengthi:

ro oc \8/° (1.10)
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This implies that the fective optical turbulence strength decreases toward&tomgvelengths.
As shown in the following sections, this has important coassces for the spatial and temporal
behaviour of atmospheric seeing and the performance ofiggeds that aim at the recovery of a
telescope’s diraction limit.

In the seeing limited case, the FWHM of the seeing disk asrgbdehrough a large telescope
will decrease with increasing wavelength, at least as l@ug & much smaller than the tele-
scope’s diameter.

1.2.3 Imaging through Turbulence

An incoming plane wave at a given tintend positionr can be mathematically described as a
complex fieldyo:
wo(r’t) — Ael((D0+2T[Vt+k-r) (111)

whereA is the amplitudek the wave vector withk|=2m/A, andv=c/A the light's frequency. A
constant phasefizet is represented hjyp.

The wavefront distortions caused by atmospheric turbelezan be expressed as changes of
the phase component. The perturbed wavefignat any given time is related to the original
wavefrontyg by the following equation:

Wp(r) = yo(r )xa(r)e®=® (1.12)

Herey, is the influence of the atmospheric turbulence on the anggjtand®, are the induced
phase dferences. The PSF that corresponds to such a wavefrontiedéxy Fourier transform-
ing this expression. To simulate a finite telescope apeiyrine wavefront amplitude is set to
zero for all points withr|>D/2.

For astronomical observations through the turbulent apimexe, the changes in wavefront am-
plitude are only relevant for very small apertures — as eéhg. human eye. At telescopes with
diameters larger than the Fried paramegethe resultingscintillation of the observed sources is
of the order of only a few percent. Itéfect on image quality is almost negligible and will not be
considered in the following.

To assess thdiects of atmospheric turbulence on the image in the focalkptdra telescope, it
is convenient to introduce thaptical transfer functiofOTF). The OTF determines the represen-
tation of spatial frequencidsin an image, thus the angular resolution. It is related toptinese
structure functior® by (e.g. Roddier, 1999, Chapter 1):

OTFK) = exp(—%i)(kfk)) (1.13)

In this representation, the phase structure function nquelés on the wavelengihtimes the
spatial frequenck in the focal plane, multiplied by the focal lengfhof the imaging system.
Since the phase structure function given in equation 1.6rites the time average, it can be
inserted in equation 1.13. This results in the optical fiemfsinction for a seeing-limited long-
time exposure through the turbulent atmosphere:

fk 5/3



1.3 Measuring Image Quality: the Strehl Ratio

The real image of a point source in the focal plane of a tefgseothe point spread function
(PSF) —is then derived from the Fourier transform of the OTF:

PSF() = |7:T {OTFseeing‘ OTFteIescopt”2 (1.15)

where OThelescopelS the optical transfer function of the telescope, definedtmpe and size of
the aperture in the case of a perfect optical system. Thendepey of the seeing limited OTF
on exp(65/3) means that strong atmospheric turbulence, i.e. “bad’hgeand small values of
ro, suppresses high spatial frequencies more than “goodhgeedrresponding to large values
of ro. This is exactly what was shown in Figure 1.2: the fine speskiacture in the short
exposure images is averaged out to a smooth PSF with a laWyetV; containing only low

spatial frequencies.

1.3 Measuring Image Quality: the Strehl Ratio

The angular resolution of an astronomical image is only apeet of its quality. The FWHM of

a stellar PSF does not tell which fraction of the star’s lighdctually concentrated in the central
peak. As visible in the short-time exposures in Figure 1.8stof the light might be actually
distributed to numerous speckles surrounding the brigipiesk. If an image should not only
provide high resolution, but should allow to detect fainim@s on a noisy background also, it is
essential that as much signal of an object as possible isveghfio an area preferably as small as
the theoretical PSF.

Karl Strehl (1902) introduced a measure for this kind of immagality, nowadays referred to as
Strehl ratia This number is the ratio of the peak intensity of a point seisractual image over
the peak intensity if it was observed with gfdaction limited optical system in the absence of
any aberrations or atmospheric seeing. Obviously, angtrialition of light from the Airy disk

to speckles at larger angular separations results in aase the Strehl ratio, since the total
flux remains constant.

An optical system, e.g. a telescope, is referred to fsadtion limited if it provides a Strehl
ratio of at least 80%. At Strehl ratios of about 20% and mdre,first difraction ring around a
star's image becomes patrtially visible. Starting:80% Strehl ratio, the first @raction ring will
appear closed.

In principle, the Strehl ratio can be calculated analyljcdl the exact shape of the incoming
wavefront is known (e.g. Hardy, 1998). For most applicajothe following approximation
gives good results for Strehl ratios2%, corresponding to a wavefront RM below 2 rad
(Born, 1999):

S~ exp(—o(zp) (1.16)

For a difraction limited system witkx80% Strehl ratio, the total wavefront RMS thus has to be
less than~0.5rad, corresponding to a required accuracy of the mimrdertss surfaces with an
RMS of less thar/13.

For observations through the turbulent atmosphere, tla wavefront RMS is on average too
high to result in useful Strehl ratio estimates with equatlol6. Instead, in the seeing limited
case it is reasonable to assume that the atmospheric tndeublisperses the light of a single
star into~(D/rg)? speckles with similar brightness. In a short-exposure dsagdong-exposure

image — which is nothing else than the time-average of sharb®ures — the Strehl ratio can
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therefore be estimated 8s-(ro/D)2. Under aV-band seeing of’1, corresponding top=10 cm,
this leads to a Strehl ratio ef2% at a 70 cm telescope, but only 0.2% at a 2.2 m telescope.

This estimate can be used to assess the gain in signalde-ii@ point source, e.g. a star, is first
imaged with a seeing limited system and then with some kirichafje improving technigue that
leads to a higher Strehl ratio. If the star’s light can be emtiated into a single speckle with a
strehl ratio of 100%, the gain will béD(/rg)?. A real imaging system will never fully reach the
diffraction limit, so this gain has to be multiplied by the aclkig\Gtrehl ratio:

D 2
OsNR~ S+ (E) (1.17)

This approximation gives good results frg >7 and is quite useful to assess the performance
of image improving techniques. If an image improving systemalgorithm) is able to provide

a Strehl ratio of 25%, i.eS=0.25, the gain in signal to noise Bfro=7 is ~10. In the case of a
background limited astronomical observation, such an avgament allows to achieve the same
result as in the seeing limited case in only one tenth of time.ti Additionally, the improved
image will provide a higher spatial resolution than the isgéimited one.

1.4 Spatial and Temporal Decorrelation Effects

For many applications it is a convenient andfigient assumption that atmospheric turbulence
is confined to thin layers at certain heights. Measuremeﬁ’ﬂissetﬁ,z\l turbulence profile above

a number of astronomical observatories (e.g. Avila et 81981 Klueckers et al., 1998; Egner
et al., 2006) support this approach. Taylor (1938) intrediihe “Taylor phase screen” model, in
which the temporal and spatial characteristics of wavéfaberrations are exclusively attributed
to the wind-induced motion of the turbulent layers abovetétescope. The turbulent structure
within these layers is assumed to be fixed, at least for the tieeded by such a phase screen to
move across the telescope aperture.

The phase screen model is widely used in simulations of gihesg turbulence and seeing. Nu-
merical simulations are usually not based on continlﬁﬁjnprofiles, but calculate the wavefront
aberrations caused by typically-10 infinitely thin layers at heights between 0 m and 10000 m.
Experimental setups for testing of astronomical instrutaitéon in the laboratory often use sev-
eral glass plates with etched or ionffdsion generated aberration patterns, each simulating a
different turbulence layer (e.g. Butler et al., 2004; Hipplealet2006).

The lowest layer, the ground-layer, is in most cases locatdle height of the telescope aper-
ture or at least within the first 100 m above it. Measurememigcate that~50% of the total
turbulence are normally confined to this layer. If the imagalify of a single on-axis star is of
interest, only the total atmospheric turbulence, i.e. tiiecéive combinedy of all layers, has to
be considered. This is not true if multiple objects are olagtor if the temporal evolution of the
speckle pattern is examined.

1.4.1 Spatial Decorrelation: the Isoplanatic Angle

If two stars, separated by an an@le0° are observed through an atmosphere with a layered tur-
bulence structure, their PSFs willfiir from each other. The illustration in Figure 1.3 shows the
reason for this: since at least a fraction of the atmospheriulence is confined to high layers,



1.4 Spatial and Temporal Decorrelatioffécts

in this example at 85000 m and B8000 m, the footprints of the telescope aperture sample dif-
ferent parts of these layers. The linear separation betieeiootprints will bex = 6h for small
angleso. In the shown example, the aperture footprints of a teleseath 2.2 m diameter will

be fully separated in the top layer at an angledofl’. Thus the contribution of the top layer
to the wavefront aberrations seen by the telescope will beptetely decorrelated for these two
stars. The dierence between the resulting total wavefronts leadsfferdnt PSFs in the focal
plane of the telescope, as shown in the bottom part of Figie 1

Star #1 21 21 Star #2

h=8000m

h=0m

Wavefront #1 =~ Wavefront #2

PSF #1 PSF #2

Figure 1.3. lllustration of anisoplanatic gfects due to turbulent layers atflirent heights. The
telescope aperture and the ground layer in this example dvbalat a height of 0 m. While the
footprints of the aperture for observations of two starshman angular separatio=1" still
overlap in the mid-altitude layer at#5000 m, they probe completelyfdrent portions of the
high-altitude layer at 8000 m. The dferent total wavefront aberrations seen in the directions
of the two stars lead to gierent point spread functions in the focal plane.

Adaptive optics, the most widely used image improvementogt{see Section 1.5.2), usually
corrects the wavefront of an on-axis reference star to escibwe ditfraction limit of a telescope.
The described anisoplanatiffects cause a decrease of the achieved image quality witsaisicr
ing angular separation from this reference. The angle athwttie variance of the fierence
between the wavefronts arriving from two objects is Pracalled theisoplanatic anglede,
sometimes denoted #@g. If an image improving technique is able to achieve a Stratib rof
100% for an on-axis object, the Strehl ratio of an object spd byO will drop to 1/e, approx-
imately 37%. Figure 1.4 shows simulated example PSFs ligg ¢tbuld have been produced by
an adaptive optics system. The Strehl ratio of the assum&kisrireference star is 48%. While
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48%
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Figure 1.4. Example PSFs, showing spatial decorrelation of the PSFepatand Strehl ratio
due to anisoplanacy.

a 8’ separated star shows a nearly identical speckle pattemtidtsame Strehl ratio, the PSF
at 10’ distance begins to exhibit decorrelatiofieets. At an angular separation of'66 the
isoplanatic angle used for this simulation — the PSF stradtufully decorrelated with respect to
the reference star, and the Strehl ratio has dropped toyriFatimes the 48% of the reference.

The dfectivity of any image improving technique that is based omef@nt correction or Strehl
ratio optimisation of a reference object has to be assessedngst others, with respect to the
isoplanatic angle it can provide. Typical measured valoe$d in adaptive optics applications
range from 1£5” in theV-band, e.g. 23 at the Calar Alto observatory (Ziad et al., 2005). These
values scale like the Fried parametgmwith 15/3, resulting in isoplanatic angles efL0-40" in

the K-band. The isoplanatic angle can be determined eithertljirec adaptive optics images
by measuring the Strehl ratios of stars witlfelient angular separations from the reference,
or by using dedicated instruments for the characterisaifomtmospheric parameters, e.g. the
Generalised Seeing MonitgGSM, Ziad et al. (2002)).

1.4.2 Temporal Decorrelation: Speckle and Wavefront Coher  ence Time

In a simple model with a single Taylor phase screen, the gbdawavefront will change as the
turbulent layer is blown across the telescope aperturedowthd. Thewavefront coherence time
10 is defined as the time in which the variance of the change ofvéeefront is 1raél For a
single turbulent layer with a wind speedt depends only on the Fried parametgr(Roddier
et al., 1982):

To & 0.31%0 (1.18)

At an assumed wind speed of 129nthe expected, in V-band is¥3 ms under a’1 seeing. E.g.
at the Calar Alto observatory, a valuew=3.7 ms was measured \frband under a’® seeing
(Ziad et al., 2005). If the above expression is to be used foulti-layered turbulent atmosphere,
the wind speed has to be substituted by an equivalent hdaitzaglocity of the turbulence pattern,
which can be derived from measurements of the wind speeduabalénce strength atfiierent
heights. The wavefront decorrelation timescale is relef@nimage improvement techniques
that aim at the correction of the incoming wavefront, suchaeptive optics.

10



1.5 High Resolution Imaging Techniques

Another important timescale is tlspeckle coherence timg Instead of the wavefront evolution,
this timescale describes the temporal decorrelation ofgieekle pattern in the focal plane. It
is the time dfference at which the normalised autocorrelation functiothefintensity at a fixed
position in the focal plane drops tgel If the high-frequency components of the short-exposure
speckle pattern are of interest, individual exposure timage to be shorter than the speckle
coherence time. Otherwise the speckle pattern will be sedeaut, and information at high
spatial frequencies will be lost.

Tubbs (2003) conducted detailed simulations of the spextierence time for élierent telescope
diameters and values of, both for single layer and multi-layer atmospheres. Whiteléer
et al. (1982) predicte as

To = o.36£—‘\’/ (1.19)

whereAv is the dispersion of the wind velocities in the atmospherg)bs (2003) found that
this value is by a factor of 1.4 higher for a simulated twoelagtmosphere and telescope diam-
eters larger thanr@. This is slightly longer than the wavefront coherence tiemplying that
speckle-based observing techniques are subject to mareetetemporal decorrelatiorffects.
Since both coherence times as defined above scaleryyithey also scale with®°. Observa-
tions at longer wavelengths will thus benefit from an evewslovavefront and speckle pattern
evolution.

Figure 1.5 shows real observational data. TheXseparated double star WDS 14323906 was
observed with a time resolution of 30 ms at the Calar Alto 2 2lescope at anfiective wave-
length of 980 nm. The expected speckle coherence time Yoband seeing of'(¥ is ~100 ms

at typical wind speed dispersions in the order of ¥8.nndeed, the speckle patterns show good
correlation for at least-23 frames, corresponding to 600 ms time diference. The images show
another interesting feature of the temporal behaviour mbapheric seeing: the absolute turbu-
lence strength, and with it the image quality, varies cogrsillly during the 0.75s covered by
this image series. While the firstfttction ring is partly visible around the stars in the firsbtw
images, the last few frames hardly allow to detect that thesdouble star at all. The Strehl ratio
in this image series varies froe25% in the first image to only 3% in the worst one.
Apparently, if one would acquire a large series of such sepbsure images, it might be pos-
sible to select only the best ones with the highest Strelds&b generate a high-resolution and
high-Strehl image. This is the concept of “Lucky Imaging&sdribed in more detail in Sec-
tion 1.5.3.

1.5 High Resolution Imaging Techniques

The most consequent method to obtain image resolution thage difraction limit is to send a
telescope to space. While this avoids tfteets of atmospheric turbulence completely, costs and
effort exceed what is needed for ground-based astronomy by far.

Before difraction limited imaging from space became an issue in astngnthe resolving power

of large telescopes could be at least partly recovered. Sduson briefly summarises speckle
methods and adaptive optics techniques, and concludesawiittroduction to Lucky Imaging,

a simple and #ective method for dfraction limited imaging in the visible at medium sized
telescope.

11
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Figure 1.5. Short exposure series of the double star WDS 142996. The images show con-
secutive frames with an exposure time of 30 ms, acquired gfective wavelength of 980 nm at
the Calar Alto 2.2 m telescope. The field of view’i8x1”9, East is up and North to the right.
Display scaling is linear with identical cuts for all images

1.5.1 Speckle Imaging

The comparison between the simulated long- and short-exp@xamples in Figure 1.2 shows
that high spatial frequencies are preserved at short erptisues. Though the image of a single
star is dispersed into many speckles, each of these is g miirhction limited copy of the star’s
point spread function. For a double star, the speckle patt®uld appear twice in the image,
shifted by the binary separation and in the direction of th&tpn angle. Speckle Imaging in its
most simple form can recover the separation, position arglé brightness ratio of the double
star components by autocorrelation analysis of many skpdsire frames (e.g. Labeyrie, 1970,
1974). Advanced processing methods, based on bispectrdntriple-correlation techniques,
are able to reconstruct two-dimensional images at the ¢astieased computationattert (e.g.
Knox and Thompson, 1973, 1974; Lohmann et al., 1983).

These techniques have produced a large number of valuato@mical results in the last
decades and they are still widely used especially for reutistrometric measurements of dou-
ble stars. Their main limitation is the required brightnesshe observed objects, typically
V~10-12 mag (e.g. Prieur et al., 1998).

12



1.5 High Resolution Imaging Techniques
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Figure 1.6. A typical AO system. A wavefront sensor, including a higiigpmance computer,
determines the shape of the incoming wavefront and driveeadtuators of a deformable mirror.
Wavefront sensor and science camera work jfedént wavelength ranges, splitted by a dichroic.
From Egner (2003).

1.5.2 Adaptive Optics

Adaptive optics (AO) techniques actively compensate thesivant aberrations caused by atmo-
spheric turbulence. Firstinvented for military applicais, adaptive optics systems are nowadays
available at most larger astronomical observatories. phayide nearly diraction limited imag-
ing with Strehl ratios up te:50% in theH- andK-band, i.e. at wavelengths longer than (in%.

A typical adaptive optics system consists of three main aomepts. First, a wavefront sensor is
needed to measure the shape of the incoming wavefront. 8eadrigh-performance computer
is necessary to process the wavefront sensor output andtimkthe third element, a deformable
mirror that is used to compensate the wavefront aberratietswere introduced by the atmo-
sphere. Figure 1.6 shows the layout of such an AO system.

Common wavefront sensors like the Shack-Hartmann senkackSand Platt, 1971), the curva-
ture sensor (Roddier, 1988), or the pyramid sensor (Rag§zZ@96) measure the first or second
derivative of the wavefront. The control computer has t@nstruct the true wavefront shape in
real-time, which requires substantial computatiorfidré This shape is then converted to volt-
age signals for the actuators of the deformable mirror. Tinase of this mirror is adjusted such
that the incoming distorted wavefront is flattened upon ctifb@. A thorough calibration of the
system has to be performed in advance to know the responke wfavefront sensor to specific
wavefront aberrations and the relation between actuagoats and resulting mirror shapes.

Since the wavefront aberrations, measured in units of kerage nearly independent of the wave-
length in the optical, wavefront sensing can be performetldifferent wavelength than the ob-
servation. Most adaptive optics systems include a dichyeamsplitter which directs the visible
light to the wavefront sensor and the near infrared partdastiience camera. This has the advan-
tage that wavefront sensing and correction can be perfoomedcoarser grid. For a working AO
system, the number of mirror actuators and sensor elemast®Ibe roughlyD/rg)?. Atan 8 m
telescope and unden&band seeing of'(, this number i$:2300 in theV-band, but only=66 in

the K-band. Typical AO systems nowadays work with up to 400 aotgadnd sensor elements,
providing suficient wavefront correction only in thd andK-band. Besides the spatial aspects

13



1 Introduction

of wavefront sensing, temporal aspects also limit AO to & infrared. Sensing and correction
have to be performed on timescales of one tenth of the atnedsplvavefront coherence time.
In the near infrared, this results in required correcti@ytrencies of at least 100 Hz, increasing
towards shorter wavelengths with®/>.

All wavefront sensors have in common that they need a redersaurce in the field of view that
provides the signal necessary for wavefront sensing. Thiéilig magnitude for this source is
V=~14 mag for full AO performance (e.g. Kasper et al., 2000; Retst al., 2003), though image
improvements can still be achieved with fainter referenées the Shack-Hartmann sensor, the
reference does not have to be pointlike, i.e. does not nadlgsisave to be a star. The maximum
separation between reference and science object, thamsd@ angle, is typically 20407 in
K-band. Until recently, astronomers that wanted to use AGewarited to science objects that
were either bright enough to serve as the reference sow&lé o had a suitable natural guide
star nearby.

This limitation has been overcome with the development sédguide stars, that produce artifi-
cial reference sources by exciting sodium atoms in the ‘saatmosphere at a height 880 km.
This allows to create an artificial guide star virtually amese on the sky. What is still needed
is an additional natural reference star for measurementiseofip-tilt image motion. This star
can be as faint a¢=18 mag and may be separated from the science target by up td6@ to
this relaxed requirements, laser guide stars allow AO ebsiens with a sky coverage of nearly
100% (e.g. Rabien et al., 2002; van Dam et al., 2006).

Alternative AO concepts aim at the correction of the wavaffiaberrations caused by the ground
layer only. Though thesground layer adaptive opticsystems (GLAO, e.g. Tokovinin (2004))
do not reach the on-axis performance of a conventional A@systhey provide a reduction of
the stellar FWHM by a factor of-23 over a wide field of typically Sdiameter.

More complex systems reconstruct the wavefront aberrmgeparately for each turbulent layer.
In thesemulti-conjugate adaptive opticsystems (MCAO, e.g. Johnston and Welsh (1994);
Berkefeld et al. (2001)), multiple deformable mirrors aomjogated to these layerdfectively
eliminating anisoplanaticfiects. MCAO systems are principally able to provide Strehbsa
>50% over a field of several arcminutes in the near infraredh Bpproaches require multiple
reference stars to allow the separation of the ground layetribution or the three-dimensional
reconstruction of the atmospheric turbulence.

Though AQO is still technologically challenging today, wittpical instrument development times
of 5years and costs of several 100000 Euro per instrumergsievolved to the de-facto standard
of astronomical high resolution imaging. For a comprehensiverview of AO systems and
their history, the reader is referred to Hardy (1998) andd®erd(1999). An overview of recent
scientific results can be found in Brandner and Kasper (2005)

1.5.3 Lucky Imaging

The turbulent nature of atmospheric seeing does not onljtriesa steady change of the observed
speckle patterns. Also the total strength of the wavefrbetrmtions varies over time, and with

it the image quality. Lucky Imaging exploits this fact byeseting only the best, least distorted
images from large sets of short-exposure frames. The s®lgutocess requires the availability

of a pointlike reference object, e.g. a star, in each imagdetermine the image quality. The

high-quality images are then registered and combined tergém an improved high-resolution

result. In contrast to adaptive optics, Lucky Imaging is lyfpassive technique.
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In 1978, David Fried published an analytic expression fer ‘throbability of getting a lucky
short-exposure image through turbulence” (Fried, 1978)lugky” image in the sense of Fried
has a Strehl ratio a£37%, corresponding to a total wavefront variance of less timee rad over
the telescope aperture. This probability depends on the ohtelescope diametdd over the
Fried parameterg, and can be approximated by:

2
P~56 exp[—o.1557(r9) l (1.20)
0

Under a I V-band seeing, the correspondingat 500 nm is approximately 10 cm. The “good-
image-probability” computed from Fried’s formula aboveulbbe 0.0027 at a 70 cm telescope.
In a series of e.g. 10000 frames one would hence expect 2Ky'lexposures”. This does not
sound very promising, but one should keep in mind that thimlwer of 27 images refers to a
Strehl ratio of>37% at an angular resolution of 200 mas — this is exactly whatwould get
with a full adaptive optics system in thd-band at a 23 m telescope.

Still, the single frame exposure time has to be short enocagfraeze” the atmospheric turbu-
lence, i.e. shorter than the speckle coherence time intemtlin Section 1.4.2. At a typical value
of 5-10 ms in thev-band, the total fective integration time of the 27 lucky exposures would be
only 135-270 ms. This is indeed very short, but might be already fulficient to image bright,
close double stars for astrometric purposes.

In practice there is no limitation to use only the images witBtrehl ratio>37%. Depending
on the ratio ofD/rg, using the best 1% or even 10% of several thousand short @gsomight
still allow a substantial improvement of image resolutiom &trehl ratio compared to a seeing
limited long-time exposure.

Figure 1.7 shows histograms of the Strehl ratios in shorbsupe frames, simulated for observa-
tions with a 2.2 m telescope undelaband seeing of'0f — quite a typical combination for the
conditions at professional observatory sites. Thesedniatos were simulated for fierent filter
passbands, corresponding tdfeiient Fried parameterg. Sincerg depends on the wavelength
with ro o« A8/5, observing at longer wavelengths results in smaller vatfids/rg, thus a higher
probability for a lucky exposure. The Strehl ratios for thetdgram calculation were measured
in simulated short-exposure speckle images by determihi@gatio of peak flux over total flux
of a single star. This value, the so-called Pseudo-Stredd, a@nverted to the true Strehl ratio by
dividing it by the Pseudo-Strehl of aftfiaction limited image with the same simulated telescope
diameter, wavelength, and pixel scale. All simulationseygerformed with the CAOS software
package (Code for Adaptive Optics Systems, Carbillet §2805)).

For aV-band seeing of’(7, the Fried parameter in this filter igl7 cm, already 31 cm in the
I-band, and 92 cm ilKK-band. This corresponds to values fofrg of 12.6, 7.0, and 2.4, respec-
tively, at a 2.2 m telescope. If these values are inserteddgtiation 1.20, the lucky exposure
probabilities turn out to be-20~* in V-band, 0.0027 in-band, and 2.32 ii-band. Obviously,

a probability larger than 1 is nonsense, and equation 1.2@éed only valid foD/rg>3.4.

The numbers for th¥'- andl-band match the simulations quite well. None of the 200a@and
speckle images that were generated for the histogram pibal&irehl ratio larger or equal than
0.37. In thel-band, 61 out of 20000 fulfilled this criterion, compatiblé&mthe predicted value
of 54 if a Poissonian error of 7 is assumed. Such histogramlatrons have been performed
by Tubbs (2003) for a range &@/ro combinations, confirming that equation 1.20 predicts the
probability of lucky exposures correctly f@/ro>4.5.

All histograms show an exponential tail towards the higteldtregime. If the image selection
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Figure 1.7. Histograms of Strehl ratios in short exposure frames. Theuktions were per-

formed for a V-band seeing of D at a 2.2 m telescope. This corresponds to values for thelFrie
parameter g of 17, 23, 31, 47, 65, and 92cm in the V, R, I, J, H, and K-band.

is not restricted to Strehl ratios better than 37%, the nurobaseable images increases rapidly.
For example, selecting the best 5% oflaland images will result in a mean Strehl ratiox@1%

— a factor 10 better than in the seeing limited case. If thiscsen was based on 10000 frames
with 30 ms single frame exposure time, thfEeetive integration time of the Lucky Imaging result
would be 15s. At a telescope with 2.2 m diameter, and with sueigh Strehl ratio, it would be
easily possible to detect stars as faint-a$8 mag.

One may ask if there is an ideal combination of telescope eliarnseeing, and filter bandpass
for Lucky Imaging. It has been shown by Hecquet and Coupib@8%) that the so-called “Strehl
resolution”R reaches its maximum &/ro=7 if the best 1% of short exposures are selected. The
Strehl resolution is defined as

R = ?(%)z (1.21)

whereS is the resulting Strehl ratio and the telescope diameter. The Strehl resolution is a
measure for the image quality, including both the Strehbrahd the image resolution, roughly
corresponding to terms like contrast and sharpness. Bgtiehand lower values fdd/ry than

the supposed optimal value of 7 lead to a loss of image quafithe telescope diameter is in-
creased at a fixer, equivalent to fixed wavelength and seeing conditions, therprobability

for a lucky image will decrease, leading to a smaller resgl&trehl ratio. If the telescope diam-
eter isdecreased, the higher resulting Strehl ratio is achievedeatdist of image resolution.

Figure 1.8 illustrates what is meant with the above conaittars. The bottom row shows simu-
lated lucky exposures of a binary star with an angular séiparaf 150 mas. These images are
the best single short exposures from a set of 20000 framesyafed for the/, |, andK-band
in aV-band seeing of’(07 at a 2.2m telescope. The top row showSrdction limited images
of the same object. While thé-band image has the highest image resolution, its Streibl isat
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1.5 High Resolution Imaging Techniques

Diffraction limited

Filter: \ I K
Lucky exposures

% - ’
- -
-
Strehl ratio: 12% 47% 90%

Figure 1.8. A simulated binary star with 150 mas angular separation agdaé component
brightnesses. The top row showgidiction limited images at a 2.2 m telescope in the V, |, and
K band. The bottom row contains the best single frames, teelémm 20000 short exposures in
a V-band seeing of 7.

only 12%. Though this is not too bad, there is no dominantiest speckle for each component
in this image. The selection and combination of many of sugosures would result in a very
noisy image with a strong speckle halo around the binary.

The K-band image on the right is just the opposite. At a Strehbrati90% it is almost dirac-

tion limited, with a clearly visible dfraction ring and no additional speckles around the object.
But: the theoretical resolution of a 2.2 m telescop&Hbvand is only 250 mas, almost twice the
separation of the binary system. This image would not be useful for astrometric purposes.
Thel-band image witlD/ro=7 is just in between these two extremes. The binary systelaady
resolved and the surrounding speckles are much fainterttiganentral peaks. Theftliaction
rings around the two components are partially visible.

At values forD/rg below~4, like in theK-band example, tip-tilt image motion is the dominating
source of any remaining blurringfects in long-time exposures. In this case, ti&raction limit

of a telescope can be fully recovered by registering andngdaiany short exposure frames or
by correcting image motion in real-time with a tip-tilt norr (e.g. Christou, 1991; Close and
McCarthy, 1994).

To achieve high image resolution and an acceptable Streblatthe same time, Lucky Imaging
should be performed at values Bfro~7. This corresponds to an optimal observing wavelength
of 800-1000 nm for most medium-sized telescopes at professiotesl. sSThe most widely used
photometric bands in this regime are the JohySonsinsl and the SDS filters, with dfective
wavelengths 0&£850 nm and~v910 nm. For a 2.2 m telescope, as it is operated by MPIA at Calar
Alto and La Silla, av-band seeing of’'0r—0’8 would be required to meet tHa/rg criterion.
Though the seeing at e.g. Calar Alto has a median valu8®{Ziad et al., 2005), conditions are
frequently good enough to allovifective Lucky Imaging at this site.

Since the Fried parameter depends on the wavelengthrwith 1%, all statements above as
well as the example images and Strehl ratio histograms catdled to other combinations of
filter, telescope and seeing. A telescope with only 70 cm ditamlike it is available at MPIA
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1 Introduction

on Kdnigstuhl mountain, could be used for Lucky Imaging ie kHband under a seeing as bad
as 2-2’5 — a typical value at this site. Telescopes larger thaB would need superb seeing
conditions to provide reasonable Lucky Imaging resultstedatively, observations could be
performed at longer wavelengths, e.g. in fhband at 1.2um.

Though the concept of Lucky Imaging has been published dlthoty years ago, professional
astronomers did not care much about the potential benefitisrecently. The reason for that
are the short exposure times needed for success. At typibads of 1650 ms, only bright
stars provide enough signal to be detectable with the coryneed CCD cameras. While
modern CCD chips provide guantunffieiencies of more than 90%, the noise that is added
during the readout phase renders Lucky Imaging of sourgetefadhan V=10 mag impossible.
As explained at the beginning of this section, the qualitgaxh single frame has to be measured
on a reference object, preferably a star. Since the highesity)images are mostfieciently
selected by determining the Strehl ratio of the referenkis, dtar has to be detected with a
suficient signal-to-noise-ratio to allow a reliable measuretwd the peak value and total flux —
the ingredients for Strehl ratio calculation.

In addition, most CCDs are not capable of acquisition ratgkdr than one or two frames per
second — but typically several thousand frames are negefsasuccessful Lucky Imaging,
demanding a high speed camera.

Actually, amateur astronomers have applied the Lucky Ingggchnique for almost a decade by
using standard webcams at small telescopes. Their highlutissoimages of the moon and the
brighter planets can be frequently admired in astronommcagazines.

With the advent of high-speed, low-noise cameras, Luckygingof faint sources, using faint
reference stars, has experienced rapid progress and @asitlerable interest among profes-
sional astronomers. First experiments with electron mplyitig CCDs (EMCCD, see Chap-
ter 3.2) by Baldwin et al. (2001), Tubbs et al. (2002), and bRuR2003) at the 2.5m Nordic
Optical Telescope proved thatfiitaction limited imaging of faint sources in theband is possi-
ble.

Encouraged by these success reports, own experimentset#e70 cm and Calar Alto 2.2 m
telescope were started in 2006.

1.6 Overview of the Thesis

Chapter 2 describes a simple Lucky Imaging setup at MPIAsriGelescope on Koénigstuhl
mountain and summarises the early results of double staneisons.

The design of AstralLux, a dedicated Lucky Imaging instruirfenthe Calar Alto 2.2 m tele-
scope, is presented in Chapter 3. This includes a full ckeniaation of the detector and an
introduction to electron multiplying CCDs (EMCCD).

Chapter 4 outlines the data reduction pipeline that is ustd for on-site generation of Lucky
Imaging preview results as well as foffiine post-processing of the observations.

The performance of the instrument at the telescope is suisadain Chapter 5. The depen-
dency of the achievable Strehl ratio and image resolutioseming conditions and wavelength
is investigated. Examples of double star and globular etusbservations are used to determine
temporal and spatial coherence characteristics of they_uskging data.

Chapter 6 is dedicated to the astrometric calibration ofaAstx. The instrumental stability and
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1.6 Overview of the Thesis

the (dis)advantages of using double stars and globulatectuas calibrators are discussed. Spe-
cific recommendations forfigcient calibration are given to guide potential users of ttsrument
in planning their observing strategy.

The scientific observing programmes that were starteddjrdaring the first observing run in
July 2006 are summarised in Chapter 7.

Chapter 8 is an extended version of the first publication lhgtemerged from AstraLux obser-
vations. The close binary HD 160934 was discovered withastx in July 2006. Additional
Hubble Space Telescope archive data and unresolved phivibmmeasurements at the MPIA
70 cm telescope allowed a tentative physical charactansaf this system.
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Chapter

Lucky Imaging with a Conventional CCD

2.1 Introduction

As a first approach to the Lucky Imaging observing techniquatthe reduction of Lucky Imag-
ing data, test observations with a conventional labora@£yp camera were conducted in January
2006 at MPIA's 70 cm telescope on Konigstuhl mountain. Thpecgl V-band seeing at this site
in winter is 3-47, but occasionally 2 can be reached. Though this is considerably worse than the
average 06-170 usually expected at professional observatory sites, itimes the fact that the
70 cm telescope is much smaller than the telescopes in thesons — e.g. the Calar Alto 2.2 m
telescope’s primary is 3.1 times larger in diameter. As tlueial number for successful Lucky
Imaging is the ratio of telescope diameter oxglit is possible to scale the results obtained at the
70 cm telescope to other setups with larger apertures atet lagtnospheric conditions. Results
from observations under a seeing 662with this instrument are in principle comparable to what
can be expected at the Calar Alto 2.2 m telescope in a typféb8eing, if the temporal aspect
of atmospheric turbulence is left aside.

The instrumental setup and the very first experiences weh_ticky Imaging observing tech-
nique at MPIA are briefly summarised in the following.

2.2 Instrumental Setup

2.2.1 The Camera

The camera used in these first experiments was a DVC-14120thCompany, Austin, Texas.
This model is based on a Peltier-cooled 189040 pixel, front-illuminated interline CCD chip
with a physical pixel size of 6.48.45um. The peak quantumfiiciency is~60% at 550 nm,
dropping to~25% at 800 nm ané11% at 900 nm. In the standard configuration, the camera is
equipped with a C-mount thread, including an IR-blockintgfil This filter was removed prior

to the observations. Connection to a control computer — mabkinux PC — is established via

a CameralLink interface. The basic properties of the systentisted in Table 2.1.

Exposure times are defined by electronic shuttering. Dépgrwh the internal timing mode of
the control electronics, integration times as short ags98nd as long as 102 s can be realised.
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2 Lucky Imaging with a Conventional CCD

Table 2.1. Basic properties of the DVC camera and the MPIA 70 cm telescop

DVC-1412 CCD Camera

Chip size: 8.98x6.7 mm
Chip model:  Sony ICX285
Pixels 1392<1040

QE@550nm  62%
QE@750nm  34%

Readout frequencies

Chip type Interline

Pixel size 6.45x<6.45um
QE@650nm  53%
QE@850nm  16%

2.25,4.5,9, and 18 MHz

Readout noise at 9 MKz 6e

Readout noise at 18 MHz 95¢e

Pixel scale at the MPIA 70 cm telescope 07238/ px

Field of view at the 70 cm telescape 5/5x4!1

The MPIA 70 cm Cassegrain Telescope

Primary Q: 0.70m Secondaryp): 0.27m

Focal length: 5.6m
Usable field of view

Focal ratio: /8
~ 20’ diameter

FWHM of djfraction limited PSF ah=650nm 0’195

Exposure time, bias level, and gain factor can be set wittmantand line software tool.

In principle, frames rates of several 10 Hz are possible bglirg out only subarrays of the chip,
but the actually reached maximum value during the obsemsitivas~12 Hz due to software
limitations.

2.2.2 Telescope and Filters

The MPIA telescope in the eastern dome of the Elsdsser lapgra a Cassegrain system with a
primary mirror diameter of 0.7 m and a focal length of 5.6 mekescope control system based on
incremental encoders allows manual pointing with an aayuo@typically 10. This uncertainty

is approximately twice the size of the field of view (FOV) o&tBVC camera and would have
severely complicated target acquisition. In order to akfficient observing, a telescope pointing
model was developed, calibrated, and applied as part of ridygapatory work for this thesis.
The model reliably reduced the residual pointing error &sldhan 1'. It is briefly described in
Appendix A.

During normal operations the telescope is equipped withraualdilter slider and a 2k2k liquid-
nitrogen cooled, thinned, and back-illuminated CCD foeastific observations. The maximum
frame rate of this camera sl Hz at a pixel scale of®B5/px. Though the high sensitivity of the
camera would have been very beneficial, the low frame rat@r@ndross undersampling of the
theoretical PSF made it unsuitable for Lucky Imaging obegons.

Mechanical and optical constraints did not allow to mourt BVC camera behind the filter
slider. Instead, a single filter was mounted in the flange ecimg the camera to the telescope.
At the time of the observations, a set of John€wusinsUBVRI filters was available. Due
to the limited quantum féciency of the camera towards longer wavelengths,RHéter was
used for most observations, and only very bright target$dcbe acquired through theefilter.
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2.3 Observations

Figure 2.1. The MPIA 70cm telescope on Koénigstuhl mountain and a closéupe DVC
camera attached at the Cassegrain focus.

The filter design and filter curves are given in Appendix B. urég2.1 shows the telescope
with the mounted DVC camera, whereas Table 2.1 contains & sherview of the telescope
characteristics.

2.3 Observations

All observations were carried out in January 2006. Whilefittse experiments on January 234
were hampered by a seeing as bad’§s/alues down to 2 were attained on January-381.
Test observations of the starAri in the I-band showed, that the camera’s quantuficiency
did not allow single frame exposure times shorter than 50@wves for this bright {Y~2 mag)
object at wavelengths800nm. For this reason, all following observations werdgrered in the
R band, with exposure times of 250 ms for all objects.

Focusing was achieved by taking test exposures with tyfpintagration times of 5s. A large
fraction of the observing time was spent on checking for $adtifts and on test acquisitions of
fainter objects like the Orion Trapezium or globular clustentres. Here the term ‘faint’ actually
refers to their appearance when looked at with our setupléiiie Orion Trapezium could have
been imaged with exposure times€300 ms, useful data was only obtained for the objects listed
in Table 2.2.

2.4 Data Reduction

The raw data, typically 5000 single FITS files, was reduceal\wery simple approach compared
to the Astralux pipeline as it is today. The reduction stegpgdly follow the prescription of
Tubbs (2003), but in our case no noise filtering was applied.

After automatically locating the star in each single imagesubarray of 6464 pixels, corre-
sponding to 18x15”, was extracted around the intensity’s center of weight. Gtermost
columns and rows were used to estimate and subtract the skgroaind and bias. The subarray
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2 Lucky Imaging with a Conventional CCD

Table 2.2. Log for the January 2006 test observations at the MPIA 70 ¢estcepe

Object name UTC Nr. of frames Integration time [ms] Filter
23 January 2006

o Ari 18:23 5000 242 [
o Ari 18:43 5000 534 I
o Ari 19:03 5000 952 [
o Ari 19:21 5000 100 [
o Ari 19:54 5000 100 R
o Ari 20:13 5000 250 R
24 January 2006

6Tri 20:49 5000 250 R
30 January 2006

HD 37098 19:44 10000 250 R
SAO 25938 20:33 10000 250 R
31 January 2006

WDS 015351918 18:56 7500 250 R
PPM 000697 19:47 6000 250 R

was Fourier-resized by a factor of four (see Chapter 4.3.arieexample of Fourier-resampling).
The peak flux in a circular aperture df&@diameter (or 64 pixels in the resampled image) was
divided by the total flux within this aperture to determine tRseudo-Strehl”, i.e. a number that
should be linearly related to the actual Strehl value. Thlaewas finally used to select the best
images of each set.

The processed result was obtained by resampling all imagbsPseudo-Strehl values above a
chosen cutfi value, registering them by integer-pixel shifting with tiregghtest pixel as reference
position, and averaging them. The resampling lead to a picale of 60 mas in the reduced
images, which provided proper spatial sampling in hkand (the &ective wavelength in the
setup wasv650 nm, resulting in a FWHM of the fifaction limited PSF o&195 mas).

A seeing limited image was simulated by averaging all framegardless of their quality. To
compensate telescope tracking errors, the frames wergediin subsets corresponding to an
observing time ofx1min. Each subset was averaged without applying pixelsshifhd this
intermediate results were registered before the final gusgastep.

2.5 Results

Observations in the first two nightsfiered from seeing values ef5”, derived from measur-
ing the FWHM of stars on the focusing exposures. AA650 nm this seeing corresponds to
ro~2.7 cm, equivalent to [y of nearly 26. The probability for getting affiaction limited ex-
posure is #ectively zero, according to Equation 1.20. Still, Lucky vy can provide image
quality improvements under such conditions as illustrateithe example of @ri in Figure 2.2.
This wide binary with a separation of @ and component brightnesses\f5.3 andvV=6.7, re-
spectively, is not resolved in the seeing limited imageutiothe PSF appears slightly elongated.
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2.5 Results

The best single image already shows the binary nature oftais although the PSF is heavily
distorted. Using the best 5% of all 5000 frames leads to dwvedamage with a stellar FWHM
of ~1”4. While this is still a factor of seven worse than the thaoadly possible value, it is also
3.6 times smaller than the natural seeing.

The nights of January 3@1 provided much better atmospheric conditions, with gpealues
ranging between’2and 3’. The 1’ separated binary HD 37098 with nearly equal component
magnitudes o/=6.5 was observed undet' 2 seeing, and the results are shown in Figure 2.3.
While the seeing limited image provides no hint to the stairmry nature, it is clearly resolved

in the Lucky Imaging result, with a stellar FWHM of only 430 sad his is more than two times
worse the theoretical resolution, but almost a factor of&iter than the seeing limited value.
The corresponding &, for this observation was 12.8, still considerably highamtthe supposed
optimal value of 7.

50" x 50"

Figure 2.2. Observations of the’’® separated binary &ri. The simulated seeing limited image
(a) to the left has a stellar FWHM e$5”. The middle and the right imagé€ls, c) show the best
single frame and the Lucky Imaging result using the best 58l &000 images. All images are
displayed on a logarithmic scale.

14" x 14"

Figure 2.3. Observations of the’’D separated binary HD 37098) Simulated seeing limited
image with a stellar FWHM o£2’5. b) Lucky Imaging result, generated from the best 2% of all
5000 images.

The reduction of other double star observations under coabp@seeing conditions lead to sim-
ilar results. While the diraction limit could not be reached in any case, a remarkabfave-
ment of the image resolution in terms of FWHM of the stellaFR&s always observed.
Despite the low sensitivity of the camera, the undersargmiithe theoretical PSF, and the un-
favourable seeing conditions, this test observationaidd that the Lucky Imaging technique
can provide improved image resolution with a minimum of ek and softwarefgort.
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Chapter

The AstraLux Instrument

The encouraging results of the 70 cm telescope test obsmrsdtiggered the decision to build a
dedicated Lucky Imaging instrument for the Calar Alto 2.Zate$cope. This chapter summarises
the key requirements that determined the final design, givesverview of the instrument’s
components, and includes a characterisation of the Astramera.

3.1 Design Constraints

The constraints that had to be considered during instrumesign were partly dictated by the
available time and infrastructure, but may to some exteplyap any Lucky Imaging instrument
in general. They are summarised in the following to give alglime for anyone intending to
build a similar instrument, and to make the component Selechore transparent.

Sensitivity and Speed

The early experiments at the 70 cm telescope demonstraied donventional, back-illuminated
CCD does not provide enough sensitivity to observe objetisrdahan the brightest double stars.
The final camera should have a high quantufitiency up to long wavelengths and a readout
noise as low as possible. At the same time it should be capdidlort exposure times down
to a few ten milliseconds, with duty cycles as high as possitbhis narrows down the range of
suitable detector types to frame transfer or interlineyrtbd, and back-illuminated CCDs. These
provide high frame rates with nearly zero dead-time betvwoessecutive frames and run at typi-
cal pixel clocks of several MHz. On the other hand, high readil@quencies cannot be achieved
without increasing the readout noise. A way out of this is ¢heice of electron-multiplying
CCDs (EMCCD), where the photoelectrons are multiplied mgact ionisation before they en-
ter the readout amplifier.

Spatial Sampling

Since the ultimate goal of Lucky Imaging is to reach th&dction limit of the telescope, proper
sampling of the theoretical PSF should be provided. 'Preperpling’ means in the first instance
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3 The Astralux Instrument

that the Nyquist criterion should be fulfilled, i.e. the thetical FWHM should cover at least 2
pixels on the detector. Depending on the physical CCD pizel and the resulting pixel scale at
the chosen telescope, magnification by a fore-optics magbessary.

Stability

Stability in the sense of a rugged mechanical construciamportant for instruments that should
produce reliable astrometry, e.g. allow precise measurtsraf angular separations and posi-
tion angles of binary stars. An unstable instrument regumere calibration f€ort, resulting in
larger overheads. In the worst case, unstability will laathtger measurement uncertainties and
less reliable data. A design without any moving parts — atlednere they are not absolutely
necessary — is probably the best option.

Development Time

The fact that this project had to fit within the timeframe ofiploima thesis put a firm constraint
on the selection of the hardware components. For exampdeyesr is probably not enough time
to develop and test a CCD camera, so buying orette-shelf” is the preferred solution. The
same holds for optics and camera mount. If these parts cdrerreadily bought from a supplier,
but have to be manufactured in-house, their design shoulddbected to a baseline as simple as
possible. This implies that the final instrument might bes lgaxible than a full-grown system,
e.g. it might be impossible to easily change the field of viewirtdy operation, or to access the
pupil plane for experiments with aperture masking techesqu

3.2 The EMCCD Principle

The CCD cameras usually found at astronomical telescopmsdder high sensitivity in terms
of quantum €iciency, low dark current, and low readout noise in the ordex few electrons.
Readout times are — depending on the detector size — in tiye @friens of seconds, defined by
the number of pixels that have to be read and the readout.cBeding up the readout process
by increasing the pixel readout frequency is principallggble, but cannot be achieved without
accepting higher readout noise at the same time. Dependitiseareadout electronics, noise of
several 10eis typical for readout clocks in the 10 MHz regime. A camerghvguch high noise
can obviously not be used in applications where the averhgtop flux per frame and pixel is
in the order of a few photons — but this is exactly the case tawkly Imaging, where exposure
times of few ten milli-seconds are typical.

Electron multiplying CCDs implement an elegant workarofmdthis problem. Rather than us-

ing external image intensifiers in front of the camera or Epdow-noise (and hence expensive)
readout electronics, these cameras can multiply eachespiigitoelectron on-chip by a factor of
1000 or more (e.g. Jerram et al., 2001; Hynecek and Nishjv2f}d2). This is accomplished

by using a special readout register rather than modifyiegséimsor area of the CCD. The ma-
jor difference between this electron multiplication (EM) registed a standard readout register
consists in the applied clock voltage levels. While conioeratl readout registers use voltages
of ~10V, the EM register is typically operated at-3D V. Under these conditions the electrical
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3.2 The EMCCD Principle

field in the register is high enough to provide a small prolitstfior impact ionisation to occur.
Each time an electron is clocked to the next register celljilltproduce a secondary electron
in typically 1% of clock cycles. Since electron multiplicat registers usually consist of several
100 multiplication stages, even this small probabilityuef0.01 will result in appreciable total
gains of g=(u + 1)%, wheresis the number of register cells. This results in high signahoise
ratios (SNR) even for single photons: if one photon genera@O0 electrons in total, it can be
easily detected even if the readout amplifier adds a nois®@&1to the output signal. This
allows to operate the readout electronics at high pixelkdpwith high readout noise.

If an electron multiplication register is combined with arfre-transfer CCD that allows inte-
gration during readout, high speed cameras with high dutjesyand single-photon detection
capability can be built. Figure 3.1 illustrates the layotisoch an electron multiplying frame
transfer CCD.

Figure 3.1. Schematic layout of
a frame transfer CCD with con-
ventional and electron multiplying
amplifier. Photoelectrons are ver-
tically shifted from the sensor area
into the store area at the end of
an integration cycle. While the
next frame is acquired, the image
from the store area can be read
Store Section out either through the conven-
tional horizontal register (green)
or the electron multiplication reg-
ister (red). The two registers
are connected by corner elements,
and the horizontal readout direc-

tion is reversed to switch between

Conventional readout register the two outputs.
Corner

Electron multiplication register Elements

Sensor Area

The multiplication process itself and the fact that sindietpns (or better: single electrons) will
be detectable with an EMCCD are the reason for importdfdrminces between the noise charac-

teristics of a conventional and an electron multiplying CTbe knowledge of these peculiarities
is essential for #ective EMCCD operation.

3.2.1 Noise Factor
The total electron multiplication gain is the result of actastical process. The random nature

of the impact ionisation will multiplicatively increasedtoverall noise budget.
For a total electron gaig and a probabilityw for the impact ionisation process, this so-called
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3 The Astralux Instrument

noise factorF is given by Robbins and Hadwen (2003) as:
1(2g+pu-1
2 _ =
F _g( 1 ) (3.1)

At typical overall gains of several hundred and an impacis@tion probability ofu~0.01, the
noise factor tends to/2.

The signal-to-noise ratio for the detectionSy, photoelectrons per pixel in a single frame with
a non-multiplying CCD is given by:

Here Sqgark is the dark signal and? is the CCD’s readout noise. In the case of an electron-
multiplying CCD, the noise factor will féect both the signal related to photon detections and
dark current. But at the same time the electron gain will éase the ffective readout noise:

JF2Son + F2Saanc+ &

SNRonv = (3-2)

SNRwmcep = (3.3)

The decrease of the SNR due to the noise factor will be moredbmpensated by the reduction
of the readout noise — but only in the low flux regime. If the teilmution of the dark current
is neglected, an electron multiplying CCD wit}>>100 and a readout noise o£100€e will
perform better than a conventional CCD with the same readoise only for signals below
10000 photoelectrons. Above this intensity level, the tebec multiplication will in fact lead
to a worse SNR. This shows that EMCCDs are not meant to be asethér than low-light
conditions. For this reason, most available EMCCD cameardayt are equipped with both an
electron multiplying and a conventional readout registbowing to choose the appropriate mode
for a given illumination level. It should be noted that a dadkrent of 0.005 &/pixel/frame will
have the same impact on the SNR as tffeative readout noise in this example. This implies
that EMCCDs should be properly cooled to get the best passitiise performance.

3.2.2 Clock Induced Charges

The term Clock Induced Charges (CIC) denotes charges thaioaiproduced by incoming pho-
tons, but during the clocking of a pixel or pixel row to the hprsitiort. Physically, CICs are
produced by impact ionisation of holes as they move in andbbtite SjSiO; interface during
clocking (Jerram et al., 2001). This occurs even with norch@iking voltages, thus this feature
is in fact common to all CCDs. Only the electron multiplicatigain of EMCCDs allows the
detection of such events in the final image. The probabibtyGIC generation depends on the
clocking voltage, the duration of the clock pulse and thesgpudhape. In EMCCDs, they are
mostly produced during vertical shift operations, but afsthe horizontal shift registers as the
EM register itself. Since there is no way to distinguish tigmal attributed to a CIC from that of
an incident photon, the CIC probability sets a limit to thegse photon detection capability. In
Equation 3.3, the CICs can in principle be treated like thé darrent. For SNR calculations it
is therefore convenient to use a combined background evebapility that includes both CICs
and dark current.

IActually, not the pixels but only the charges in them are ndaaring the clocking.

30



3.3 The AstralLux Camera Head

3.2.3 Single Photon Detection

Single photons can be detected if the electron ggim high compared to the readout noise
of the camera. Tubbs (2003) gives the following formula fog fraction of photons correctly
discriminated from the noise withvsconfidence in the absence of CICs and dark current:

(3.4)

[1—50]
f=exp

9-3

For our example system witip=1000 ands=100 €, this fraction would bef=0.61. At a gain of
g=2500, this value increases te0.82. If a sifficient single photon detection performance can
be reached and the average photon flux is well below 1 pfpit@lframe, a simple thresholding
scheme can be used to operate an EMCCD as a pure photon ¢pdatiice. In this case, the
noise factor= will not have any impact on the SNR anymore (Daigle et al., 200 is possible

to reduce the féective noise factor for fluxes up to 20 photgmsgel/frame without introducing
non-linearities due to coincidence losses (Basden etG03)2

3.3 The AstraLux Camera Head

3.3.1 Overview

The AstralLux camera head is an Andor DV887-UVB model from émtiechnologies, Belfast,
Northern Ireland (see Figure 3.2). It is an electron-miyiipg, thinned, and back-illuminated
512x512 pixel CCD that comes as complete package with a muljesieltier cooler, mechan-
ical shutter, computer interface and software. It can beaipd with readout clocks of up to
10 MHz in frame transfer mode, allowing a full frame rate oft® Using subarrays, binning,
and short vertical shift times allows frame rates of moreth&Hz. These short exposure times
are realised by electronic shuttering, whereas the mecélasiutter is only used for bias and
dark frame acquisition and to protect the CCD window agadnst.

Critical parameters like electron gain, analogue gainjeagaclock, and vertical shift pulse du-
ration and voltage can be changed via the control software.

Starting at room temperature, the typical operating teatpes of—75°C is usually reached
within 20 minutes. The camera requires neither refill ofillgooolants nor any action to main-
tain the vacuum inside the CCD head.

Figure 3.2. The AstraLux DVv887-UVB
camera head. The connectors for optional
water cooling, external triggering, power
supply and data transfer are visible on the
left side of the camera housing.
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3 The Astralux Instrument

Table 3.1. Andor DV887-UVB camera head properties

CCD type: E2V CCD97 electron multiplying, frame transfer, backAititnated,
thinned and UV-sensitised CCD

CCD size: Sensitive area with 52512 pixels; pixel size 1616um?; chip size
8.192¢8.192 mn?

Cooling: 3-stage Peltier cooler, down t675°C without liquid coolants

Readout registers:  Conventional and 536 stage electron multiplication regist

Electron gain: Up to 2500 at-75°C CCD temperature, adjustable in 255 steps

Readout clocks: 1, 3,5, and 10 MHz

Vertical shift times: 0.4, 0.6, 1.0, 1.8, 3.4, and Gi6. Clock pulse voltage adjustable in 5
steps

Readout noise: Down to 6 € in conventional mode and up to 130ia electron mul-
tiplication mode

Readout ADC: 14 bit nominal,>13 bit resolution at 10 MHz pixel clock

Full well depths: 190000 € in image area pixels, 800 000 & EM register cells

Dark current: 0.009 €/pixel/s at—-75°C

The quantum #iciency of the CCD is reproduced in Figure 3.3. A UV coatingvmtes good
sensitivity down to wavelengths300 nm, below the atmospheric cut:oThis is a benefit for
U-band photometry, but a disadvantage of this feature isghthli decreased transmission of
the camera’s entrance window due to the lack of an anti-teflecoating. The decision to use
exactly this camera was driven by the instant availabilftthts model, allowing a fast instrument
development. Table 3.1 summarises the most important imadhspecifications of the camera
head.

100
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Figure 3.3. Quantum giciency ofthe As- £ |
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plotted in red, and its convolution withthe § so!
transmission curve of a Sch®G 830fil- 5 4o}
ter (used for observations in SDS$ in & =l
green. 20 -

10 -
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3.3.2 CCD Characteristics

The Andor DV887-UVB has two dlierent output amplifiers, fiers 255 electron gain settings,
four readout frequencies, three analogue gain settings, ertical shift voltage settings and
six different vertical shift times. The goal of the characterisatielow is not to thoroughly
cover the full parameter space, but to give a solid qualgatverview of the impact of the
various parameters on the recorded data. Of course, catamitmeasurements like analogue
gain, electron multiplication gain and readout noise arteonuitted.
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3.3 The AstralLux Camera Head

Table 3.2. Readout noise and analogue gain of the AstraLux camera. dlague gain refers to
the analogue gain at a software gain setting of unity. Nofdnuadues as given by the manufac-
turer are printed in parentheses where available.

Pixel clock Software gain Conversion factor Readout noiseelafRe gain

[e"/ADU] [e7]
Conventional amplifier
1MHz 1.0 9.21 10.0
2.4 3.97 7.0 2.32
4.6 2.04 (2.07) 5.9 (6.5) 4.51
3MHz 1.0 9.61 15.5
2.4 3.97 10.7 2.42
4.6 2.08 (2.11) 9.6 (10.5) 4.62
Electron multiplying amplifier at unity electron gain
1MHz 1.0 53.1 50.4
2.4 22.1 39.7 2.40
4.6 11.5(12.26) 22.4 (25.5) 4.63
3MHz 1.0 53.4 60.9
2.4 22.7 38.4 2.35
4.6 11.9 (12.37) 32.3(35.4) 4.49
5MHz 1.0 55.6 95.1
2.4 22.7 (24.16) 52.7 (59.8) 2.45
10 MHz 1.0 59.7 135
2.4 24.2 (26.25) 80.4 (99.9) 2.47

Readout Noise and Analogue Gain

Readout noise and analogue gain values refer to unity efegin. They were measured at the
typical AstraLux operating temperature ¥5°C, with 3.4us vertical shift pulse duration and
standard shift voltage setting. Analogue gains were medsiar sets of uniformly illuminated
images. The readout noise values are based on typicallyas(ftaimes for each camera setting.
Since diferent authors seem to favouffdirent methods of readout noise and gain determination,
Appendix C contains a short description of the algorithrett twere used in this work. The
results of these measurements are summarised in Tabled@t2fds the conventional and the
electron multiplying amplifier. Nominal values taken fronetcamera datasheet are given where
available, but please note that these do not refer to maasuits with the same camera system.

The overall impression from the measurements is, that theeds characteristics are close to
the specifications, or even better concerning readout hol$eere is a strong dependency of the
readout noise on the analogue gain setting, with higherermidower gains, indicating that a
substantial amount of noise is added by the ADC. The highier ggttings should be preferred
whenever the decrease in dynamic range is acceptable.

The readout noise measurements do not include bias stewandrbias drift, whereas botffects
are important for data reduction. A typical average of 10@Qls bias frames is presented in

2This may be attributed to fierences in the applied algorithms. The approach chosersinvtirk treats readout
noise and bias structure separately, whereas this is natrkfar the values stated by the manufacturer.
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3 The AstralLux Instrument

Figure 3.4, showing strong column-to-column variationiguFes 3.5 and 3.6 show plots of the
row and column averages versus row and column number, tadsdecand an FFT analysis
of the column signal variations. The row average initialtgeply decreases with increasing
row number, possibly caused by readout amplifier glow. THanan plot and especially the
spectral power analysis confirm that the bias structurensinlated by strong column-to-column
variations. A possible explanation for this could be timimgccuracies in the readout electronics,
since the amplitude of the bias structure tends to decrédseer pixel clocks.

The bias structure is unique for each camera setting. Anpgd® e.g. choosing affBrent
electron gain or defining a subarray for faster readout,ltrésa modified bias pattern. Master
bias calibration frames have to be generated for each casatrp separately.

Figure 3.4. Typical bias frame of the As-

traLux camera. The printed image is the
mean of 100 dark frames in frame transfer
mode, using the electron multiplying ampli-
fier at unity electron gain and a pixel clock
of 10 MHz.
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Figure 3.5. Mean row and column values of the bias frame shown in Figute 3.

Electron Gain

The electron multiplication (EM) gain of the camera can bpstéd by the control software,
but the relation between the gain setting and the actualipticdttion factor is not linear. Fur-
thermore, the impact ionisation probability has a negatwveperature cdicient, i.e. electron
multiplication will be more éicient at lower temperatures.

The EM gain of the AstraLux camera was measured at fdtermint temperatures at a pixel clock
of 10 MHz by imaging a &5 pattern of point sources atffirent software EM gain settings. The
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3.3 The AstralLux Camera Head
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Bias FFT analysis
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Figure 3.6. Spatial power spectrum of
the average bias frame shown in Fig-
ure 3.4. Column-to-column variations
are the most prominent feature (spatial
frequency 0.5 px).
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fluxes of each source at each gain level were extracted by standard aperture photometry. The
results are plotted in Figure 3.7, where a gain of unity refers to readout through the EM amplifier,
but with normal clock voltages below the threshold for impact ionisation. The maximum gain

at Tccp=—-75°C is #2500 and decreases #4500 at—50°C. For electron gains abovelO the
multiplication factor approximately doubles if the temperature is decreased’@; The mea-
surements clearly indicate that the CCD should be cooled as deep as possible for optimum EM
performance.
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Linearity, Well Depth and Quantum Transfer Efficiency

The standard approach to measure the linearity of a CCD is to image a uniformly illuminated sur-
face at diterent integration times and to plot the mean image intensity versus the exposure time.
Unfortunately, in the case of the AstraLux camera this technique can lead to gross overestimates
of the linear range.

Figure 3.8 shows an example for such a measurement. While the mean signal of1®Q00

square pixel area shows perfect linearity up to over 6000 ADU, the linear range actually ends at
4000 ADU as can be seen in a plot of variance versus mean signal. The reason for this strange
discrepancy becomes obvious if the flatfield frames used for this analysis are examined visually.
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3 The Astralux Instrument

Figure 3.9 shows an image in the linear range at 2000 ADU mmaei bn the left, and an im-
age with 6000 ADU mean intensity in the middle. While both supposed to be in the linear
range, the middle frame shows strong structure in the forrhooizontal, noisy stripes. This
noise is responsible for the steep increase of the varianEggure 3.8. A closer look at these
noisy regions reveals that this is largely attributed teepiw-pixel variations. Pairs of especially
darkbright pixels can be found everywhere within theated regions. Apparently, the darker
pixels represent small charge traps, where the signal isufigtshifted to the next row within
one vertical clocking cycle. The electrons left behind Aemtattributed to the next pixel position
in the column. As the signal is only delayed by one row, thisgdoot change the average value
of a larger area.

The data for this example was acquired at a vertical shif tfn0.6us. With the chosen camera
settings a readout value of 4000 ADU corresponds&8000 €, whereas the full well depth of
the image area pixels is specified as 190000&ut: this specification is only valid at a vertical
shift time of 3.4us, which is the recommended value for optimal charge tramfieiency.
Therefore, the end of the linear range of the AstraLux carmmomgly depends on the clocking
parameters. A shorter vertical shift time will decreasertdiye, whereas using a higher clock
voltage can partly compensate this.

The large scale structure of the noisy stripes in the ovarsegh frame could be attributed to
periodic changes of the vertical clock pulse length or tatflatons of the physical pixel sizes as
a result of the manufacturing process.
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Figure 3.8. Example linearity plots. While the plot of mean value veeymsure time suggests
a large linear range>6000 ADU, the variance-mean relation indicates that the finear range
ends at values around 4000 ADU.

Further measurements of the linearity were performed withrtical shift time of 3.4is, using
electron gains of 1 and2500. The linearity was measured in a single pixel to acctaurdffects
of charge-trapping.

Figure 3.10 shows the result for the high EM-gain measurémdime linear range ends at
~8000 ADU, where the linearity plot starts to flatten out. $atiion is reached at14900 ADU,
which corresponds to the true ADC limit of 14 bit after addihg previously removed bias value
of 1400 ADU. The nonlinear behaviour between these two waksems to have multiple rea-
sons. First, the linear range of the ADC at the chosen readock of 10 MHz is only~13 bit
according to the manufacturer. Second, similar measursnveithout electron multiplication
gain show a slightly larger linear range, pointing to noaén éfects in the electron multiplica-
tion register itself. The register cells should behaveding to 400000eaccording to the CCD
datasheet. At this value the contribution of the electronthé¢ electric field in the multiplication
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3.3 The Astralux Camera Head

r

Figure 3.9. a) Typical flatfield image in the linear rangdn) Overexposed flatfield with strong
nonlinearities in the central partc) Close-up of the overexposed part. At least three vertical
darkbright pixel pairs can be identified in the encircled area.

register starts to have significanffexts on the multiplication gain. However, this value would
correspond to more than 17000 ADU in the chosen setup, welleathe end of the measured
linear range. The value of 400000 given in the detector datasheet refers to a specific readout
timing and voltage scheme, and it is not known how closehatttaal camera readout electronics
follows these recommendations.

At the moment the reason for the nonlinear behaviour canmebhclusively attributed to a par-
ticular part of the camera. It is recommended to stay withinrheasured linear ranges whenever
possible, or to perform dedicated calibration measuresnenestablish a linearity correction
allowing recovery of the full dynamic range. As a guidelitte linear ranges for fierent ver-
tical clocks and shift voltages at full electron gain and>epreadout frequency of 10 MHz are
given in Table 3.3. For vertical shift times below 3.4} the linear range is always limited by the
vertical charge transfeifficiency if standard vertical clock voltages are applied.

The linearity measurements were performed on images of;tbespot pattern with typically 2
pixels per FWHM. The pixel positions of the spots were meaduwver a wide range of illumi-
nation conditions and with ffierent vertical clock pulse durations and clock voltages. side
nificant changes of the spot positions were observed forigpmisities within the linear range.
This indicates that charge transfer fiieiency does not have a negative impact on astrometric
measurements.
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3 The Astralux Instrument

Dark Current and Clock Induced Charges

As explained in Section 3.2.3, large electron gains allasvdétection of single photons. Unfor-
tunately the same is true for single dark current (DC) etextrand clock induced charges (CIC).
In a first approach, the dark current was measured in the nbowal way, i.e. by taking long
dark exposures. The dark current gich=—75°C was found to be 0.009 gixel/s, which would
correspond to 80 events in a typical 33 ms frame transfer e@m&fpwever, applying a simple
thresholding algorithm detects a much higher number oflpikeat deviate significantly from
the background value, attributed to clock induced charges.

Even if no CICs were present, this dark signal estimate wprdably be wrong, as a substantial
fraction of dark current is actually generated during thedoait phase, independently of the ex-
posure time. This contribution is underestimated by sinspbding of the dark current measured
in a long-exposure frame.

For the AstraLux camera, the combined probability of dankent and CIC events was measured
for each possible combination of vertical shift time andcklgoltage, at a fixed analogue gain of
2.4, apixel clock of 10 MHz, and a temperature-g%°C. The histogram of the raw AD values in
100 bias frames was computed for each combination of paeamédiigure 3.11 shows the result
for four different camera settings. All distributions deviate from aep@russian, in contrast
to the expectation for measurements with a conventional CiCiBse dierences increase with
longer vertical shift times and higher shift voltages.
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Figure 3.11. Bias frame histograms at fierent vertical clock and voltage settings.

The combination of a Gaussian peak and an exponential decape fitted to the histograms
in the case of short shift times and low clock voltages. Wtiike Gaussian part represents the
readout noise, the exponentially decaying tail stems frimgies dark current electrons and CICs.
If a single electron from the image area enters the electraltiptication register with a gain of
g, then the probability for getting > 1 electrons at the output is given by Tubbs (2003) as:

P(n) = lexp[ 1 1) - 1] : exp[ —nl) (3.5)
g-3 g-3
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3.3 The AstralLux Camera Head

The slope of the exponentially decaying part is defined oglyhle electron multiplication gain,
and this can be determined from the bias histogram in reifuire analogue conversion factor is
known. A small software was written to iteratively fit the rsaeed bias histograms with a model
consisting of a delta function at the position of the biasigand the exponentially decaying tail
computed from Equation 3.5. The fraction of DC and CIC evards varied by giving dferent
weights to the delta function and the exponential part. aslel was finally convolved with the
readout noise, i.e. with a pure Gaussian. Electron gainCDCprobability, and bias level were
fitted iteratively until the global minimum of the residualss found.

An example for such a fit is given in Figure 3.12. While the geaahigh ADU values and
the Gaussian peak are well fitted by the simple model (red, Isteong residuals are left in the
transition between these two regions.

1 T T
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F 1 . . .
£ i1 Vertical shift time 0.@s
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Figure 3.12. Bias histogram fits considering only image pixel backgroewénts (red) and
register CICs as well (green).

These residuals are attributed to the fact that CICs may migthe generated in the image area
during vertical shifts, but also during the readout proagegbie electron multiplication register
itself. Since this can happen in any of the 536 stages of thistez, using the total electron
gain in Equation 3.5 leads to an incorrect result. If a CICrisdpced in thé'" register cell, the
effective gain will be only:

g = (1+p)>% (3.6)

Here u is the probability for the impact ionisation process, whien be calculated from the
known total electron gain as:

1

w=1-gse (3.7)

An improved model considers these register CICs under thawgstion that the CIC probability
is the same for each register cell. The model does not acéountultiple DC or CIC electrons

per image area pixel or the possibility of getting more thaa additional electron in the impact
ionisation process.
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3 The Astralux Instrument

The two component fit in Figure 3.12 (green line) reprodubesnieasured histogram over the
full range, confirming the validity of this approach. Thisist entirely true if the model is applied
to measurements with long shift times and higher shift g&lta The histograms for 6u8 shift
time in Figure 3.11 cannot be fitted properly without consitg multiple CIC events per pixel,
and only lower limits for the CIC probability were derived feuch camera settings. The results
are summarised in Table 3.3. The given values are the coohpimbability for dark current and
CIC events per pixel and frame. Values are given in pareathiescase the model delivered only
a lower limit, and are completely omitted where no stableditld be achieved. It is visible that
background event rates as low as one percent can be reactheshert vertical clock pulses —

if a dynamic range of 1000 ADU is flicient. This corresponds to only 9 photoelectrons at an
electron gain 0§=2500 and an analogue gain setting of 2.4. The choice of theapsetting

will always be the result of a tradefobetween dynamic range, speed and background event
probability.

If the dynamic range is an issue, then a vertical shift timé&.8fis at the standard voltage level
will be a good choice: at a CIC probability of 11% the lineanga is~7000 ADU, close to
what is possible at 10 MHz pixel clock. Shorter vertical stihes may be used for high-speed
photometry or in photon counting applications with knoww lghoton fluxes.

The fitting algorithm also delivered independent measurgsnef the electron gain for each
dataset, confirming the maximum valuegaf2500 as plotted in Figure 3.7.

Table 3.3. Linear ranges and combined background event (DC and Clhairities for dif-
ferent vertical shift times,¢ and vertical shift voltage settings. All measurements ai@lfor
Tcep=-75°C, a pixel readout frequency of 10 MHz, and an analogue gditngeof 2.4. The
linear range refers to a linearity better than 3%. The givexlues are accurate to 0.5% and
500 ADU, respectively.

Vertical §h|ft 1 w2 43 4

voltage setting:

t—0.4us 1.0% 1.5% 2.0% 3.0% 6.0%

vs=0-4 1000ADU  2000ADU  3000ADU  3500ADU  4000ADU

t,=0.615 1.5% 2.5% 4.5% 8.5% 14%

VST 3000ADU  4000ADU 5500ADU 6500ADU  7000ADU

e L.0uS 4% 9% 19% (35%) (50%)

VST 5000 ADU 6000ADU 7000ADU 8000ADU 9000ADU
_ 11% 23% (40%)

tis=1.815 7000ADU  8000ADU  9000ADU °00ABPU  10000ADU
_ 16% (35%)

tys=3.4us S000ADU 8500 ADU 9000 ADU 9500 ADU 10000 ADU
B 21% (43%)

tys=6.6us 9500 ADU 10000 ADU 10000 ADU 10000ADU 10000 ADU
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Oddities and Caveats

Potentially Missing Codes of the Analogue-Digital-Conver ter (ADC)

Figure 3.13 shows a small section of a bias histogram. Vigwgdection reveals that every
8th AD value is significantly under-represented. This pim@oon can be observed in all bias
frames and slightly depends on the readout frequency, wittoiee even distribution at 1 MHz.
The drop of the distribution at 1807 ADU is present with angneaa setting. Statistical analysis
of the data exhibits that odd AD values are over-represecoeapared to even values. These
observations point to decreased performance of the ADQgatigadout clocks and explain the
strong contribution of the ADC to the overall readout noise.

ADC Value Histogram

- . Figure 3.13. Close-up of a bias frame his-
togram. Each 8th value is under-represented,
caused by decreased ADC performance at
high pixel clocks.
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Charge Trap in Column 244

Column 244 of the CCD dters from a charge trap that can produce severe artefacesndieg
on camera setting and illumination level. The trap retairss few electrons per clock cycle, but
this will be visible at high electron gains. Figure 3.14 skdhe appearance of th&ected col-
umn in a uniformly illuminated image and with a rectangulght source on a dark background.
Using higher vertical clock voltages and longer shift timgh improve the transfer #iciency,
but result in more CIC events.

Figure 3.14. Charge trapping in column 244. The left image is the average00 exposures
at full electron gain and an illumination level efL photorpixefframe. The rectangular area in
the right image was illuminated with10 photongixejframe.
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Bias Drift

Especially during EM operation, the bias level will drifteltio small temperature changes in-
duced by the readout register. Figure 3.15 shows a typicanple for this behaviour. The
exponential decrease at the beginning of the acquisitiaorismon to most image series, but
there is no possibility to predict the drift quantitativelyn longer exposure series it can be ob-
served that the bias slowly increases towards the end ofciipgisition. The only reliable way
to achieve proper image calibration is to use blank areaeoimage to scale a previously ac-
quired bias frame. To suppress noise in the scaling proarsponential model may be applied
to the measured bias levels. For most observations a natponent exponential model with
additional linear trend can be used to fit the dependency eobtas level on the timé since
acquisition start:

Bias= a+[3exp(;—t)+yexp(;—t)+6t (3.8)
1 2

1800 - - —

Measured bias -
) 1750+ Multi-component fit
Figure 3.15. Example measure-

ment of drifting bias. A two- 1700
component exponential fit with a
long-term linear trend is over-
layed (see Equation 3.8). The
measurement is based on a high- 15508
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binning.
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Bias-Clamping Produces Inverted Images

The “Bias Clamping” feature is advertised by the camera rfeanturer as an féective way to
fix the bias level at a defined value. While this appears as attegiway to overcome image
calibration problems related to the drifting bias in elentmultiplying operation, it should be
strongly avoided in low-light-level situations. Laborgt@xperiments with a rectangular illumi-
nated surface on dark background have shown that illunoindgivels of few photons per pixel
and frame will cause the illuminated area to appgarker than the background, which is an
extreme form of non-linearity.

Image Flip between Conventional and EM Operation

Switching between the conventional amplifier and the EM outimes not change the image ori-
entation on the control software’s live display, but the data in the FITS files will be horizon-
tally flipped. This has caused some initial confusion, beediatfield images acquired through
the conventional amplifier obviously resulted in unsatigfay correction of EM-data. It has
been confirmed though, that the image flip is exact and noiadditpixel shift is introduced.
The physical explanation simply is that the readout occarmdicated in Figure 3.1: the hori-
zontal shift direction is reversed in EM operation and thecbns make a U-turn in the corner
elements.
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Image Smear

This is a common feature of all frame-transfer CCDs. Whenlpiare vertically clocked into the
store area, they will pick up signal of light sources in theeacolumn. The impact on the final
image depends on the ratio between exposure time and Vettifteduration. Figure 3.16 shows
typical examples for frame-transfer image smear.

Figure 3.16. Image smear examplesa) Vertical shift time 0.fis, single image with 10 ms
exposure timeb) Same settings, but average of 100 images withyB0§ingle frame exposure
time.c) Same as middle image, but now with a vertical shift time ofi8.4

EM-Gain Drift and Ageing

It is known that the EM-gain is subject to changes dependmthe illumination history. High
signal levels close to the saturation level will cause gainations on timescales of seconds to
minutes, and saturation over longer periods can permanegdlice the maximum achievable
electron multiplication gain. While EMCCDs are not as stvesito saturation conditions as
image intensifiers, improper handling wilffact their performance. The EM amplifier should
always be switchedfbif it is not really needed to avoid performance degradatiémen under
perfect conditions and careful operation, a gradual dseredthe EM gain with time has to be
expected, though.

3.4 Fore-Optics and Filter Wheel

At the MPIA 70cm or Calar Alto 2.2m telescope, the camera’'gspial pixel size of 1Gm
roughly corresponds to almost twice the size of the thezakePSF at 910 nm (SDS& band).
Diffraction limited imaging is thus not possible without somedckof magnification optics that
increases theftective focal length. Table 3.4 gives the basic optical patans of the Calar Alto
2.2 m telescope and lists the PSF sizes and pixel scalesffieratit magnification factors.

Proper sampling in the sense of the Nyquist criterion cag belreached with a magnification
factor of 5 in SDS&/, and even larger factors are necessary for observatiortsoees wave-
lengths. For the final design, a value of 4 was adopted as a gmogromise between spatial
sampling and the size of the field of view.

With lenses, there are in principle two ways to realise sugtagnification. The first possibility
is to use a combination of two positive achromats to re-inthgefocal plane of the telescope
onto the detector. The ratio of the focal lengths of theseahts will then define the actual
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3 The Astralux Instrument

Table 3.4. Angular and linear PSF sizes, PSF sampling, pixel scale,sirel of the field of view
for different magnification factors at the Calar Alto 2.2 m telescoplee PSF sizes refer to the
full width at half maximum.

PSF sizejgm] Pixe}PSF Pixel scale FoV
Magnification A=650nm A=910nm A=650nm A=910nm [’/pX] [
1 5.3 7.4 0.33 0.46 0.188 96
2 10.7 14.9 0.66 0.93 0.094 46
3 15.9 22.3 0.99 1.39 0.063 32
4 21.2 29.7 1.33 1.89 0.047 24
5 26.5 37.1 1.66 2.32 0.038 19
Optical properties of the Calar Alto 2.2 m Cassegrain telesape:
Primary mirror diameter: 2.2m
Central obstruction: 0.89m
Focal length and ratio: 17.6m, {8
FWHM of djfraction limited PSF: 07062 atA=650 nm, 0087 ath=910 nm

magnification. This configuration has on one hand the adgariteat both the focal and the pupil
plane are accessible for aperture masking and coronagragpheriments. On the other hand,
such a re-imaging optics will not be very compact and usuadlg several 10 cm to the total
instrument length. This problem could be overcome by intoirg folding mirrors, but only at
the cost of more surfaces in the optical path.

The alternative chosen for the AstraLux instrument is aleinggative achromat in Barlow con-
figuration, i.e. placed in the optical path before the nomioeal plane of the telescope. This
lens widens up the beamffectively increasing the focal length. If the distance bemthe lens
and the nominal focus position is kept very small, and if theslhas a short focal length, such a
magnification optics can be built very compact. It should ationed though, that this design
does not allow access to the focal or pupil plane anymorehigfis demanded, only a two-lens
re-imaging optics can be used.

The AstraLux Barlow lens is a Thorlabs ACN127-030-B achrowith a diameter ofl=12.7 mm
and a focal length of onlyf=—30mm. It is optimised and coated for the wavelength range
650-1050 nm. Figure 3.17 shows the actual position of the lenfiégn2t2 m telescope beam
behind the filter wheel. Spot diagrams for three wavelengtigsfour positions on the detector
are reproduced in Figure 3.18 as well as field curvature astdrtion curves. If placed at the
calculated optimal position in the telescope beam, the peasides difraction limited image
quality over the full field of view and the whole specified wigrggth range. Field distortion

of up to 0.5% is the result of using a lens with such a shortlftmagth in a non-telecentric
configuration. Though this poses an instrumental limit t® @istrometric accuracy if it is not
properly calibrated, it allows a very compact constructibthe fore-optics.

The lens is held in a standard C-mount tube — boughtttee-shelf” like the lens itself — that
is mounted directly on the camera. This guarantees a hidfilisteof the pixel scale, which
strongly depends on the distance between lens and CCD.anhcks for tilt and de-centre of
the lens were found to be® 2and 1 mm, respectively, referring to a geometric spot pattere
smaller than the diraction limited PSF. The direct connection between camadalens tube
helps to achieve a good alignment, and eases dis- and rdagssthe camera system. The lens
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3.5 Camera Mount
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Figure 3.17. Layout of the magnification optics. The given dimensiorer tefthe setup at the
Calar Alto 2.2 m telescope.
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Figure 3.18. Spot diagram of the Barlow lens and field distortion curves.

tube also holds four pinholes that were added to prevenilisind from the lens edges and the
tube walls from reaching the detector.

For operations at the Calar Alto 2.2 m telescope it was dddideefurbish the so-callelhstru-
menansatz {IA1), an adapter that was used for mounting conventionaDE€@ the past (see
Figure 3.19). This device can be mounted behind the videdeguinit at the Cassegrain focus of
the telescope and includes a filter wheel with 8 positionss Wheel can hold virtually any filter
that is available at the observatory, allowing observatiaha wide range of wavelengths. The
filter wheel comes with a control electronics providing anZ33 communications interface to
receive commands and to output status information. A smafiftjcal user interface was written
by the author to remote control the wheel position, log angrfithanges to a file, and to monitor
fault conditions of the wheel, e.g. timeouts and commurooagrrors.

3.5 Camera Mount

The camera mount can be attached to the Konigstuhl 70 crceglesas well as to the IA-1 at
the Calar Alto 2.2 m telescope with the same flange. The caiméixed between two L-brackets
using four of the six mounting holes of the camera housingesémounting holes lie below the
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3 The Astral.ux Instrument

Figure 3.19. Thelnstrumenten-
ansatz 1The filter wheeFI-8is TS
mounted in the lower part of the |
IA 1 and can be rotated either re-
mote or manually via the black
knob on its top.

surface of the plastic camera housing, thus a set of steptexdavas manufactured to provide a
direct metal-to-metal connection between L-brackets @mdera structure.

A solid aluminium tube between camera and flange defines theregs position in the optical
path and guarantees proper alignment. This tube is boltbdttothe flange and the frontside of
the camerd Tubes with diferent lengths were manufactured to allow optimal positigraf the
camera at both telescopes.

The mount is very rigid and probably suitable for camera$ wimuch higher weight than the
3.1kg of the Andor camera. Figure 3.20 shows the comple&nady of camera, Barlow lens
and mount.

Figure 3.20. The camera in its mount. The Barlow lens is held in the frothefblack C-mount
tube attached to the camera.

SFortunately, there are four threaded holes on the frontet#mera for this purpose, though they do not appear in
any camera datasheet.
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3.6 Computer and Software

3.6 Computer and Software

In principle, AstraLux can be operated with a single comptitat controls both the camera
and the filter wheel. In practice, the maximum allowed canvatale length of 6 m requires to
mount this computer directly at the mirror cell of the Caldto®.2 m telescope. The system that
actually runs the camera and filter wheel software is theeakmote controlled by a standard PC
located in the telescope control room. This second compldes not only display the desktop
contents of the camera computer, it also serves as the grastaage for the raw data. Depending
on the camera settings, the data rate reaches up to 18 M® high for a normal copper-cable
100 MBit/s link. The connection is actually established via a deditdt GBifs fibre cable,
allowing simultaneous data storage and remote controlowithoticeable delays or slow-down
of data acquisition.

Data storage requires additional hardware. It is possiblgréduce up to 400 GB of raw data
in a single night with AstralLux, but the remote control corgrwcan hold only up to 1 TB, not
enough for more than two or three nights. Furthermore, tisettee problem of getting the data
from the observatory to the home institute of the observdre-8tMBit/s Internet link of Calar
Alto does not provide the necessary bandwidth for this.

The data storage problem was addressed by adding a 2 TB hkettooage server to the system.
This device is used to back up data from the previous nighhduhe day, so that the primary
storage disks can be freed in the afternoon. The transpaiotggn was solved by using external
harddisks with 400 GB capacity each. These can be conneatdte tcomputer network via
an USB 2.0 interface, and easily transported in the obserigggage or sent by air-mail. The
backup possibility on the network storage server ensugsiidata is irrecoverably lost if one
of the external disks gets damaged during transport — whitlally happened after the first
observing run.

In November 2006, a third computer was added to the Astralaiwaerk. This system is a

high-performance multi-processor machine running th@éentersion of the AstraLux pipeline

(see Chapter 4). It is now equipped with 2.2 TB of harddiskcepaerving as additional backup
facility and data reduction terminal during daytime.

An overview of the complete AstraLux computer and data gi@msystem as it was in February
2007 is shown in Figure 3.21. At the moment, all componentegixthe camera computer are
located in the telescope control room of the dome buildiray. f&ture operations it is planned to
relocate at least the remote control computer to the libpailding downhill, from where most
other 2.2 m telescope instruments are operated nowadays.
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Figure 3.21. Overview of the AstraLux computer and storage network.



Chapter

The AstraLux Pipeline

4.1 Introduction

Since the early Lucky Imaging experiments at the MPIA 70 clastsope, the data reduction
tools have matured from a set of simple scripts to an intedrdata reduction environment. This
software suite is written in IDE, and provides all necessary tools and commands to process an
AstralLux observation from raw FITS data cubes to a final Lulckgiging result. The AstralLux
software can be configured to run in pipeline mode, providiegr real-time reduction capability
directly at the telescope. For the observer, thisrs the flexibility to dynamically decide if e.qg.

a newly discovered binary should be re-observed infi@idint filter or if an observation has to
repeated under better seeing conditions.

This chapter describes the layout of the pipeline and thi lbaduction steps. While the gen-
eral construct of the AstralLux data reduction environmeititprobably not undergo major re-
designs, certain data analysis and image reconstrucegs till most likely be improved in the
future, and additional capabilities may be added. The sofwevelopment depends on the input
provided by AstraLux users, and is certainly not finishedtl@rtime being.

As of March 2007, the AstraLux data reduction software isnimg on a dedicated pipeline
computer, equipped with two dual-core Woodcrest processad 8 GB of memory. This system
produces quicklook results of Lucky Imaging observationapproximately the same time that
is needed for data acquisition. The final AstraLux pipelirikklve available in two versions. The
so-called “online version” will be optimised for the fasttamnatic generation of preview results
at the telescope, while thefltine version” will provide better data reduction results etieased
processing speed. Both versions have their own right: wth#eonline version is essential for
effective observing and on-site assessment of the data quuifythe dfline version can provide
final data products with highest quality.

lntegrated Data Languagiettp: //www.ittvis.com/id1l/
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4 The Astralux Pipeline

4.2 Communication with Telescope, Camera, and Filter Wheel

The current setup at the Calar Alto 2.2 m telescope does nwtder a unified method to gather
status information from the telescope control system, Hmera software, or the filter wheel.
Nevertheless, all vital parameters are queried and st@elultene a new acquisition is started.
The pipeline’sData Fetching Moduleontinuously monitors the raw data directory for the ap-
pearance of any new FITS file. When this happens, the telescppsition, focus value, and
environmental parameters are retrieved from the telescopgol system in the form of a FITS
header. This header is completed with the current filter Wbesgtion, read from a text file that
is updated by the filter wheel software on each filter change. HITS header is stored as one of
the pipeline products, together with the name of the data ¢t triggered its creation.

The processing stage of the pipeline cannot be startedeéb#ierdata acquisition is complete.
In the case of large raw data sets, the camera software wiltreate a single FITS cube, but
break the observation up into numbered files with 2 GB sizé.ebtprinciple, the end of data
acquisition could be recognised by monitoring the datacthrg. If the observation is complete,
no FITS files with the same prefix will be created, and the @gsbnes will not change in size.
However, this method frequently failed and started thelpipgoo early in the past, probably
because of delays in the update of the file system informatontunately, the camera software
can be configured to execute an external program or batchtigmthe acquisition is complete.
In the current setup, this mechanism is used to signal treefdthing module that the pipeline
process can be initiated.

Before this actually happens, all files belonging to the lfiats observation will be copied to a
local directory on the pipeline computer. This does notrfete with camera operation and is an
effective way to create a backup of the raw data already duregityht.

4.3 Pipeline Steps

Before an observation can be processed, it has to be decitietl of the processing options is
the correct one for the given data. Currently, this decigantirely based on the filenames of the
FITS cubes. Th&ranching Modulewill simply check if a filename ends on e.gBias.fits

or _Flat.fits, and then start the routines for the master calibration fileegation. It is also
possible to define filename endings that will cause a dataget ignored by the pipeline. This is
a useful feature to prevent a high-speed photometry olamfaom being processed as Lucky
Imaging data. In this case, data reduction is skipped ang amlentry in the pipeline logfile
created. All other files are assumed to be Lucky Imaging easiens and consequently fed into
the Science ModuleFigure 4.4 visualises this first part of the pipeline datevflo

4.3.1 Calibration Data

Both bias and flatfield cubes are combined to master caliirathages using a kappa-sigma
clipping algorithm. In the case of flatfield images acquiregtigh the conventional amplifier,
this will prevent cosmics from appearing in the final produ&ince bias frames are usually
acquired with the same camera parameters as the corresg@uience observation, i.e. at high
electron gains, they will most likely be contaminated bycklanduced charges (CICs). With
typically 50-100 single frames in a bias cube, these background eventeraoved by kappa-
sigma clipping as well.
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All master calibration files are stored in a separate dirgctand are part of the final set of
pipeline products. Master flatfields are displayed in thelpile result window to allow visual
assessment of the dust contamination on the CCD entrancd®wiand Barlow lens.

4.3.2 Science Data

The layout of the Lucky Imaging reduction module is illustchin Figure 4.5. First, the position
of a suitable reference object for quality assessment hae determined. This is performed on a
stacked image of the first 2 seconds of raw data, and can beeitbeemanually or automatically.
While the manual option allows to select any star just bykatig on the image, the automatic
reference finding algorithm will always choose the brightégect in the field of view.

TheQuality Assessment Modulietermines the Strehl ratio of the reference object in emclies
image. Thdmage Selectiomodule will then pass the indices of frames withisuent quality
to thelmage Reconstructiomodule, which produces the final image products.

Quality Assessment

TheQuality Assessment Modudatracts a small region around the reference object in eaofef
and performs bias subtraction and flatfielding on this sudgien This typically 332 pixel sized
image portions are resampled and noise-filtered beforettie@lSatio of the reference source is
measured. The resampling introduces a magnification of&jlgi4, and serves two purposes.
First, since the position of the brightest pixel of the refere object's PSF will be used as input
to the image reconstruction algorithm, sub-pixel shifta@gn only work if the reference position
is determined on resampled images. Second, the resampéggesnallow better estimates of
the Strehl ratio. The Strehl value is derived from measurgmef the ratio between peak flux
and total flux of the reference object — a simple and fast nekthnfortunately, the peak flux
in the slightly undersampled AstraLux images depends ompitbeise position of the PSF peak
within the brightest pixel, while the total flux is indepemti@f the reference object’s position.
Simulations with the AstralLux pixel scale e47 mas showed that Strehl measurements of a
perfect PSF would ster from a jitter of up to 20% (see Figure 4.2). Tubbs (2003hfbthat this
jitter can be reduced to 1% and less by resampling the datadbafeasuring the Strehl ratio. If
the data is not only resampled, but also filtered with thestadpe’s modulation transfer function
(MTF), the resampling will not introduce additional noisedasingle-pixel events like CICs and
dark current electrons can be suppressed.

Figure 4.1 illustrates the actual implementation in therédisix pipeline. A 3%32 pixel sub-
image around the reference star is extracted and fast Fdtaiesformed (FFT). After multi-
plication with the telescope’s MTF, the FFT array is insérie a 128128 pixel image in the
Fourier domain. Inverse FFT then results in a noise-filtened four-fold magnified image of
the reference star. The telescope MTF is calculated frontyzlp@matic theoretical PSF, taking
filter transmission curve, camera quantufiiceency, and pupil obscuration due to the secondary
mirror into account. Theoretical PSFs can be generatednfpfilier available at the telescope,
and are part of the pipeline products. These PSFs also seithe aeference for the calculation
of absolute Strehl ratios during quality assessment.

The Quality Assessment Modubeitputs the Strehl ratio and position of the reference ahjec
each single frame. THenage Selectiomodule decides which images are worth to be combined
to the final Lucky Imaging result.

51



4 The Astralux Pipeline
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Figure 4.1. FFT filtering and resizing. The reference source image (dp$ Fourier trans-
formed (b) and multiplied by the telescope’s MTF (c). Thetisb&equencies of the filtered
image (d) are inserted in a larger array (e), and the resardpteal image of the reference star is
obtained by an inverse FFT (f).

Image Reconstruction

The lmage Reconstructiomodule performs data reduction in its literal sense. Fropiciily
several GB of input data, just a few MB of pipeline results mreduced. The most interesting
ones —the Lucky Imaging results — are currently generaté tive Drizzle algorithm (Fruchter
and Hook, 2002). This linear reconstruction method is flsprving and able to at least partially
overcome the slight undersampling that is present in thedaa. It is capable of handling sub-
pixel translations without the need to perform image ghgftin the Fourier domain. The current
IDL implementation of the Drizzle algorithm is somewhat piified and does not consider image
rotation or field distortions, but just shifts the selectethges such that the brightest pixel of
the reference star is always positioned at the same pixediowtes. The drizzling process
oversamples the input data twice, resulting in a pixel scbde€23.7 magox in the final images.

The pipeline does not only provide high-resolution data thdased on the best few percent
of all images, but also generates a set of “full-photon” ismfrom 100% of the raw data. A
seeing limited image with a simulated autoguider time camtsof typically 5s is produced to
allow quick measurements of the seeing conditions, uséfithas when the observatory’s seeing
monitor is switched i, or for later assessment of the data quality. A tip-tilt ected and a peak-
tracking result are generated as well, based on the centveight of the reference star’s signal
and its peak position, respectively. Both images are reénaied by integer pixel shifting, and
the original pixel scale is preserved. Figure 4.3 is a safe@nof the Astral.ux pipeline during
operation, showing all of the pipeline image products.

Not only the reconstruction method can be fine-tuned, bugrgithrameters like the choice of the
reference source or the percentage of images used for thecfsudt, can also be adjusted to get
the best possible results. Thus it is essential for the gbsén have full access to the raw data.
Only then he will be able to fully exploit the capabilitiestbe instrument and the data reduction
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Theoretical PSF for SDSS z’

at the Calar Alto 2.2m telescope

Imaging with AstraLux:
pixel scale 46.6mas/px

Fourier resampling: pixel scale 11.65mas/px

s = 0.01072 s = 0.01066

Figure 4.2. Application of FFT resampling to undersampled images of depe PSF. The the-
oretical PSF for the SDSS z’ band (top) is imaged with theaAsix pixel scale of 46.6 max
(middle) and then Fourier resampled with a resulting pixedle of 11.65 masx (bottom). For
the images on the left side, the peak of the theoretical PSHpasitioned in the centre of the mid-
dle pixel, and horizontally shifted by half a pixel for theaiges on the right side. The “Pseudo-
Strehl” ratios s, defined as the ratio of peak intensity over total PSF fluxiadewy more than
20% for the undersampled images, and by less than 1% afterdfaesampling.

software. Though this means that data transport and stofageto several 100 GB have to be
organised, careful post-reduction can never be substitutdlind trust in the pipeline quicklook
results.
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Figure 4.3. AstralLux pipeline screenshot. The large window to the l&ftains the logarithmi-

cally scaled Lucky Imaging result of a calibration binaryselovation. The small windows above

show the reference source selection frame, the seeingetinihage, and the tiilt corrected
result. The two small windows to the right of the Lucky Imggisult contain the peak-tracking
image and a linearly scaled version of the final pipeline authe Strehl statistics on the right

side of the screen, especially the Strehl histogram in tipeuleft corner of the statistics window,

are useful to get a picture of the seeing conditions and tha daality to be expected.
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Camera Data
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O Copy of raw data files
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Figure 4.4. Data flow of the AstraLux pipeline. Thgata Fetching Modulgathers raw cam-
era data, telescope information, and filter wheel status| deposits all necessary data for the
pipeline process in th@ipeline Input Data RepositoryThe Branching Moduledecides which
reduction module will actually be invoked for a specific alsagon.

55



4 The Astralux Pipeline

Figure 4.5. AstralLux pipeline data flow in thecience ModuleSee text for detailed description.
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Chapter

Astralux First Light and Performance

First light at the Calar Alto 2.2 m telescope was obtaineduty@, 2006. From a total of 5 nights
during the first observing run, only half a night was lost dudad weather, and the remaining
time provided photometric sky conditions withband seeing values as low d%606- well below
the Calar Alto median seeing of 9.

The instrument was assembled during the night before theraibg run to allow mounting of
the camera in the morning. Crucial issues, e.g. electricahections or cable lengths, were
tested in Heidelberg in advance. Figure 5.1 shows the tgbesand the instrument as it was in
July 2006. The remote control computer was set up in thedefes building’s control room,
and the data connection to the camera computer was estabhgith a 50 m dual fibre cable.
Hardware testing and the acquisition of dome flatfields werapleted in the afternoon. All
in all, instrument preparation was completed in just a fewrepand all components worked
flawlessly.

The following sections give examples of the early Lucky limmggresults and demonstrate the
instrument’s capabilities. A large part of this chapter diaa the quantitative assessment of
AstralLux’s performance, e.g. detection limits for closenp@nions to brighter stars, the typical
isoplanatic angle, or limiting magnitudes for the refeeerstar selection. All Lucky Imaging
examples were processed with the AstraLux pipeline (se@t€hd). At a physical pixel scale
of 46.6 magx, the Drizzle process resulted in a final pixel scale of A&a3px.

5.1 First Light

First light observations were obtained on known bright dewbars under &7 V-band seeing.
Two results with a Strehl ratio a§20% and visible first diraction rings are shown in Figure 5.2.
Operating the instrument, and especially acquiring thgetar proved to be much easier than
anticipated. Though the pointing accuracy of the teleseugein general not better thari0”,

the availability of the camera’s real time display reduceduasition overheads to typically 1-

2 minutes per object. Tests with AstraLux at the MPIA 70 cragebpe in May 2006 had shown
that focusing can be accomplished ma$eetively by visual assessment of the speckle images
on the real time display. There was no measurable advantagking focus series with long
integration times. The “by-eye” focusing was used throughbe Calar Alto observations, con-
tributing only few minutes per night to the total overheads.
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Figure 5.1. AstralLux and the Calar Alto 2.2 m telesco®.The instrument at the Cassegrain
focus. The AstralLux camera is attached to the — now paintbohye Instrumentenansatz 1A 1
below the TV guider. The electronics rack to the right houkescamera control computer, a
monitoykeyboard combination and the filter wheel control electrsnib) The 2.2 m telescope
building on a perfect Andalusian summer’s dayThe 2.2 m telescope, pointing to the pole.
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5.2 Observations of Single and Double Stars

WDS 14139+2906 WDS 15420+0027

Figure 5.2. AstralLux First Light double starsa) The binary WDS 14132906 with an angular
separation of 052 and component magnitudes-¥.5 and \=7.6 mag.b) The @23 separated
binary WDS 154280027 with \=8.2 and \=8.8 mag component brightnesses. Both images are
based on a 2%-selection from 10000 single frames in the SDi#t®rzwith 30 ms exposure time
each. Image scaling is linear.

5.2 Observations of Single and Double Stars

5.2.1 Radial PSF Profile

In the absence of atmospheric dispersifieds (see Section 5.2.5 for examples) the point spread
functions (PSF) of Lucky Imaging results show a remarkabldial symmetry. There are no
long-lived speckles due to static aberrations like theyfi@guently observed in adaptive optics
images. Using a dliciently large number of input images — typically severaluends — av-
erages out any asymmetries. For the quantitative assessintdie PSF shape, it is therefore
suficient to consider the radially averaged profile only.

Figure 5.3 shows the radial PSF profilewfer, observed under ¥-band seeing of’0r5 with
15 ms single frame exposure time through the S2StBer. The profile is plotted for a range of
selection rates from the 10000 input images. The theotetiwhseeing limited PSF profiles are
overlayed for comparison. The seeing limited image, thekiumaging result, and two single
frame exposures are displayed in Figure 5.4.

The profile of the theoretical PSF was derived from a simdlaiéraction limited image with
2.237 magpx pixel scale, whereas the raw observational data was samyith ~46.6 magpx.
Though the Drizzle process of the pipeline results in a finadlscale of 23.3 mapx, principally
providing proper sampling in the sense of Nyquist, this issufficient to reconstruct a perfect
PSF even in the absence of any aberrations due to atmospimuéence or telescope imperfec-
tions. However, for the judgement of image quality and thesneement of Strehl ratios, only
the perfectly sampled PSF will be considered throughostdhapter.

To calculate the Strehl ratios, all radial profiles wererpttated on a common two-dimensional
radius grid and numerically integrated to derive the totat.flThe Pseudo-Strehl, i.e. the ratio of
peak flux over total flux, was calculated for each profile, anitldd by the Pseudo-Strehl of the
theoretical PSF to obtain the real Strehl ratio. Since tHeargrofile of a source can be reliably

59
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Table 5.1. Strehl ratios and PSF diame- Selectionrate  FWHM [mas]  Strehl [3]

ters for SDSS z'-band observations of the (Theoretical) 78 100
single stary Ser The selection rates refer 1% 114 14.2
to a total of 10000 frames with 15 ms sin- 2.5% 118 12.5
gle frame exposure time. The observations 5% 120 11.5
were performed under a V-band seeing of 10% 122 10.4
075. Values for the seeing limited image 25% 128 8.9
and a djfraction limited PSF are given for 50% 132 7.7
comparison. 100% 138 6.2
(Seeing limited) 690 1.9
Y Ser PSF profile Semﬁ?fﬂ% fffffffff
1 b 1% selection----------- |
- 10% selection
50% selection------
% 100% selection-----
= 08} .
B 06 i}
T
E
S o4t 1
0.2f 1
0= -7 sinimT Tt B
-1000 500 1000

Radius / milli-arcsec

Figure 5.3. Radial profiles of the stellar PSF for grent image selection rates. The seeing
limited and djfraction limited PSF are plotted for comparison. All profilegve been normalised
to a peak flux of 1.

reconstructed in the presence of a nearby companion or iovaled field, this method results in
more robust estimates of the total source flux — and hencél3a&o — than standard aperture
photometry.

Table 5.1 summarises the measured Strehl ratios and FWHNeafadial profiles fory Serat
different image selection rates.

As already visible in the radial profile plots, an increas¢hefselection rate causes only moder-
ate broadening of the PSF core’s FWHM, but a stronger dee@dbe resulting Strehl ratio due
to more pronounced PSF wings.

Even at only 1% selection rate, the FWHM is considerablydatyan theoretically expected.
This is probably a result of the slight undersampling of the data. Simulations have shown
that with the current setup and pipeline algorithms, the B#¢HM to be expected is95 mas.
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5.2 Observations of Single and Double Stars

1¢ -

C) d)

Figure 5.4. Observations ofy Ser a) The seeing limited image with a FWHM df@b in
SDSS z', corresponding t¢' 05 in the V-bandb) A typical single 15 ms exposure with a Strehl
ratio of 8%. c) The best single image with a Strehl ratio of 37#). The Lucky Imaging result
with a Strehl ratio of 14%, generated from the best 1% of 10@0@dt images. All images are
linearly scaled.
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5.2.2 PSF Modelling

The additional broadening of the Lucky Imaging PSF core &edwings of the radial profiles
can be modelled quite accurately as the weighted sum of a io#at profile and a theoretical
PSF that was convolved with a Gaussian:

1

PSRKpdr) = W| ———
o0s(") (rz/oﬁ]+1

b
) + (1—\/\/)(PSEh(r) . exp(—r—zz]] (5.1)
20

g

Here, W weights the two PSF componerfiss the Mdftat power law index (see Miat (1969)
for the original definition of the Mfiat profile), andsy andon, define the widths of the Gaussian
and Mdfat profile, respectively. PS3ks and PSk, refer to the observed and theoretical radial
PSF profiles. This semi-analytical model has been applidddas Serdata presented above.
The resulting fit parameters are given in Table 5.2, wherepag&5.5 shows the residuals.
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Figure 5.5. Fit residuals for the application of the model described loy&tion 5.1 to the radial
profiles of they Serobservations. The residuals are given in percent of the fleaksalue.

Table 5.2. Semi-analytical PSF fit parameters for tipeSerobservations.

Selectionrate W og[mas] om[mas]

1% 0.25 23.8 250 1.62
10% 0.31 24.4 270 1.61
50% 0.36 24.7 300 1.63

While the weighting factor and the width of the Kfiat profile vary considerably under changing
selection percentages, the Net power law index and the width of the Gaussian convolution
kernel keep nearly constant. The possibility to reconsttive observed PSF profile from the
known theoretical PSF and only two model parameters isquéatily interesting for binary fitting
and PSF subtraction applications. In larger fields, the aggecy of the model parameters on
the source position could be determined, allowing PSF bpketbmetry in crowded fields like
globular cluster centres.

Figure 5.5 shows that the available theoretical PSF doesepobduce the secondfitaction
ring correctly, leaving residuals of up to 0.5%~230 mas distance from the PSF centre. This
is possibly related to the method used for PSF simulationcredtly, the theoretical PSFs are
computed for a circular aperture with central obstructignthee secondary mirror, but do not
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5.2 Observations of Single and Double Stars

include any contributions from the secondary spider or atice behind the primary mirror. At
least the simulated PSFs consider the filter transmissiorecthe camera quantuntfieiency,
and the transmission profile of a model atmosphere.

The described model has been applied only in its radial symicrferm so far. Further devel-
opments could include asymmetries due to atmospheric digipe and it might be investigated
if and how accurately the model parameters can be predi@sédoon the seeing-limited PSF
only.

5.2.3 Impact of Natural Seeing

The radial profiles of single stars were extracted from olzgiemal data over a range of seeing
conditions. While a Strehl ratio of more than 15% can be redainder &/-band seeing of' (075
and better, it rapidly drops to a few percent if the seeing gatrse than’l. The radial profiles
for a selection rate of 1% in the SD&ZSband and a single frame integration time of 15 ms are
plotted in Figure 5.6 for four diierent seeing values. Table 5.3 lists the correspondindiStre
ratios and FWHM of the PSF cores.

As in the case of larger selection rates, an increase of theataeeing leads in the first instance
to more pronounced PSF wings and has only modef&tete on the FWHM of the PSF core.

A ey T—
1+ SDSSz i seeing 0.75"
0 ; it seeing 0.90™"
< 1% selection :i;‘ seeing 1.10"
= 0.8 I §
X
©
g
2 o6t
(O]
0
©
e 04+
S
z
0.2+
0
-1000

Radius / milli-arcsec

Figure 5.6. Radial PSF profiles for gfierent seeing conditions. All profiles refer to 1% selection
from >10000 images with 15 ms single frame exposure time.

Table 5.3. Strehl ratios and PSF diameters

V-band seeing D/rog  Strehl FWHM for Lucky Imaging observations in the SDSS 7’
" Z-band % mas band under dferent seeing conditions. Ratios

of the telescope diameter overat the observ-

00'765 gi ii; 19184 ing wavelength are given in the second column.

O‘ 9 9.6 7 1 119 All values are valid for an image selection rate
: : . 0 . : :

11 122 50 129 of 1% from typically 10000 images with 15 ms

single frame exposure time.
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5.2.4 Wavelength Dependency of the PSF Profile

Since the probability for a good image in a series of shortoeMpes decreases with larger
(D/rg)?, observations in dierent filters should result in fierent Strehl ratios and PSF profiles.
The close binary WDS 19040104 was observed in four filters with a constant single frame
exposure time of 15 ms undeMaband seeing of 0.65 arcsec. The algorithm used for extracti
of the radial profile of the brighter primary componefieetively filters out the signal of the
companion, and the results are comparable to measureméhtsingle stars. Figure 5.7 con-
tains the radial profiles for a selection rate of 1%, wheregarg 5.8 shows the actual processed
images. The corresponding Strehl ratios and PSF widths fange of selection rates are given
in Table 5.4.

Table 5.4. Strehl ratios Fil N Strehl 19 —y
and PSF diameters for F'ter eff trehl [%] [mas]

WDS 190761104A. Only the [hm] 1% 10% 50% 1% 10% 50%

effective wavelengths of the RG 610 768 56 44 35 178 218 282
filters are given in this table. Johnson!| 873 14.0 10.8 8.0 112 120 136
Complete filter curves can be SDSSz' 911 159 123 89 112 122 134

found in Chapter B. RG1000 982 18.0 13.6 10.0 114 122 134
. RG 610 ——
1+ V-band seeing 0.65% Johnson | 1
0 - SDSS z’
x 1% selection RG 1000
= 0.8 P i
X
©
8
ho} 06 B 7
(o]
%)
T
£  04F 1
(@)
Z
0.2 i
0 A

-1000-800 -600 -400 -200 0O 200 400 600 800 1000
Radius / milli-arcsec

Figure 5.7. Radial profiles of the primary component of WDS 19687T04A for observations
through four djferent filters. The 1% selection rate refers to 10000 inputgesawith 15 ms
single frame exposure time.

Observing at longer wavelengths results in considerabtieb&trehl ratios without significant
broadening of the PSF cdreThere are only minor flierences between the radial profiles, and
the increase of the measured Strehl ratio mainly reflectavéivelength dependency of the theo-
retical resolution and PSF shape.

1This indicates that the broadening of the PSF core is at&ibmainly to the finite sampling of the raw data and not
the telescope’s diraction limit.
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5.2 Observations of Single and Double Stars

Johnson | RG 1000

Figure 5.8. The 300 mas separated double star WDS 190704, imaged in four gierent
filters. The field of view isx1”, East is up and North to the right. All images are linearly
scaled. The observation through the RG 610 longpass filwslstrongly elongated PSFs due
to atmospheric dispersiornffects at a zenith angle of 27

In practice, the longest useable wavelength is defined bydliece brightness. Even so the
RG 1000 filter provides the best results in this example, tm@ara’s quantumficiency at

A >1um and the filter throughput limit its use to objects brighteartl~9 mag.

Observations at shorter wavelengths have been performéelotargets. Strehl ratios of more

than 6% were never achieved dieetive wavelengths700 nm, and atmospheric dispersion ef-
fects limited the useable elevation range-&(F.

5.2.5 Atmospheric Dispersion Effects

In high angular resolution observations, the dependentlgeoftmosphere’s refractive index on
the wavelength can reduce the image quality. The atmoswselike a prism with a very
low, but measurable dispersive power. Stellar PSFs appditi@ spectra, elongated parallel to
the parallactic angle, especially when observing at highitzengles, at short wavelengths, or
through filters with broad transmission profiles.

For dry air with a temperature of 16, the refractive index at sea level is given by Filippenko
(1982) as:

294981 N 2554
146 (1/0)% 41— (1/))?
Precise calculations have to consider temperature, peessud humidity as well, and may even
account for diferent fractions of carbon dioxide (e.g. Filippenko, 198&]jdor, 1996; Stone,
1996). Theobservedzenith anglez of a monochromatic point source at a true zenith aaglee
to atmospheric refraction is:

(n(\) - 1)-10° = 64.328+ (5.2)

Z = arcsin%nZ (5.3)

Equations 5.2 and 5.3 together mean that blue light will aepee more refraction than red light.
If a polychromatic source is observed through the atmospltee light will be dispersed and its
image is a small spectrum with the blue end pointing towandsenith.

Figure 5.10 shows the amount of angular displacement figrdnt wavelengths over a range of
zenith angles. Wavelengths were chosen to allow the prediof PSF broadening for observa-
tions through the SDSB, i/, andZ filters (see Fukugita et al. (1996) for the definition of the
SDSS filter bandpasses). Figure 5.9 shows model PSFs footimsdn and SDS&’ filters. At
z=4%, thel-band PSF is strongly elongated, and subtle disperdi@tts are already visible at
z=3(°. Simulations at shorter wavelengths indicate that B-pand observations are limited to
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Johnson |

SDSS z’

Figure 5.9. Simulations of atmospheric dispersioffeets at zenith angles of 3045°, and 60°
for observations through the SD&%and Johnsoh filters. The parallactic angle is aligned with
the vertical axis and the horizon is at the bottom. The fieM@f has a size ofIx1”and image
scaling is linear.

o 300 ,
Figure 5.10. Simulation of atmo- ig? 200l 3822 !
spheric dispersion fiects for the & SDSS Z' -
sbssr, i, and Z' filters. Anan- g w00  —
gular displacement of zero refers to g 0 b
the central wavelength of each filter, § """"""""""""""""""""""""
whereas the upper and lower curves § -100 ¢
give the angular displacement at § -200
the central wavelength plgmsinus % 300 |
the filter bandpass half width at half
maximum. -400

0 10 20 30 40 50 60
Zenith angle / degree

zenith angles smaller than 9,5vhereas the PSF deformation is still acceptable=4&°in the
SDSY filter.

It is possible to build atmospheric dispersion correctorseistore full resolution over a wide

range of wavelengths and zenith angles. These devicedysaasist of a pair of rotating wedge

prisms or meniscus lenses (e.g. Wynne, 1993; Phillips e2@06; Avila et al., 1997) and have

been built for a large number of telescopes and instrumessthe last decades. However, the
design &ort for adding a dispersion corrector to AstraLux was coeigd as too high to make

this option really interesting.
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5.3 Close Companion Detection Limits

5.3 Close Companion Detection Limits

The knowledge of detection limits for close companions ighier stars is crucial for the eval-
uation of binarity surveys, or to determine the upper linidts the non-detection of a known
companion.

Such limits were measured on final pipeline results of SB®8nd observations underfidirent
seeing conditions. All observed stars had @and magnitude 0£10 mag. The achievable mag-
nitude diferences for a®peak detection are based on measurements of the noise ientoac
rings around these stars. This methodtens from the low number of available pixels in the
innermost 100 mas, but is quite robust at larger angularragpas. Simulations with observed
PSFs were carried out to check the reliability of the nunagriesults.

Figure 5.11 shows typical detection limit plots for thre&eatientV-band seeing values. As visi-
ble in the plots of radial profiles for fierent atmospheric conditions, the maiffeliences occur
in the wings of the PSF. At angular separations larger tharite detection limit is determined
by readout noise and the Poisson noise of the sky backgrousthg more input images, i.e.
increasing the féective exposure time of the Lucky Imaging result, will ingse the maximum
achievable magnitude fiierence at large separations.

tion time of 15s. The I-band magnitude of
all three reference stars wasl0 mag.
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Observational results impressively confirm these findirfggure 5.12 shows the young active
star EKDra with its 4.6 mag fainter companion at an angular separatids80 mas. This ob-
ject has been extensively studied with near infrared spedhniques by Konig et al. (2005)
at the Calar Alto 3.5m telescope. The AstralLux data is priybtie first resolved observation
at wavelengthsc1 um, and the photometric information is complementary to ablghed mea-
surements.

Another remarkable result is shown in Figure 5.13. The brdwarf multiple system GJ569B
is resolved into two components with only 90 mas angular regjo@. This system has been
successfully observed only with adaptive optics in the ngeared so far and is believed to be a
triple brown dwarf (Forrest et al., 1988; Simon et al., 200&)eliminary photometric reduction
of the AstralL.ux data supports this assumption. The hostEl&69A at an angular separation of
4’2 is ~6.4 mag brighter than GJ569B in the SDS8and and was used as the Lucky Imaging
reference object for this observation.
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Figure 5.12. AstraLux observation of the
young active binary star ERrain the SDS&'’

band. The image was generated from the bej
2.5% of 10000 frames with 15 ms single framé
exposure time. The brightnesgfeience be-

tween thel=9.8 mag primary component and
the 580 mas separated companion is 4.6 mag
North is up and East to the left.

Figure 5.13. AstraLux observation of the

nearby £10 pc) M dwarf GJ569A and its com- i‘i‘%arat;og;f,
panion. GJ569B itself is a multiple system and Ba-Bb 0'_09,,

resolved into two components with only 90 ma
separation. The brightnessffitirence between
GJ569A and B is 6.4mag in SDSS z'. This
image is based on a 5% selection from 1500(
frames with 15 ms exposure time each. North i
up and East to the left.

5.4 Temporal Characteristics

5.4.1 Telescope Tracking Errors

Most AstralLux observations at the Calar Alto 2.2 m telesoopee hampered by periodic track-
ing errors of the telescope. They were visible on the rea¢tdisplay as an oscillation of the
object’s position along the right ascension axis. Peapeak amplitudes as large a5 ®&ere ob-
served, depending on the position of the telescope on thd-giyre 5.14 shows the distribution
of the brightest pixel position of the reference star in asesation of the globular cluster M15.
While atmospheric seeing is responsible for the scattegdtimhtion, the telescope tracking error
leads to a significant elongation of the distribution in tighcension.
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Figure 5.14. Position
of the reference star in a
5000x15ms series of the
M15 cluster centre. The po-
sitions are given as jfset
from the mean position in
the tangential plane.
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Figure 5.15. Temporal analysis of the reference positions from Figufel5Left: Logarithmic
power spectra of the right ascension and declination corepbaf the reference position motion.
Right: Linear plot of the ratio of right ascension over declinatipawer spectrum. The peak at

~2 Hz is caused by periodic tracking errors of the telescope.

A power spectrum analysis of the data — separately for d&adn and right ascension — is pre-
sented in Figure 5.15. The dominant peakatz corresponds to the visual impression on the
real-time display. There is significant crosstalk betwdenttvo motion axes at 4 Hz and 6 Hz,

possibly related to resonances.

According to Calar Alto st the tracking problem seems to be less severe when heasias-in
ments like CAFOS or BUSCA are mounted on the telescope. Hewvexperiments with an
additional weight for AstraLux in January 2007 did not imgedhe oscillation behaviour.

5.4.2 Speckle and Strehl Coherence Times

A series of 10000 images of the bright sfaAnd with a time resolution of 4.6 ms was used to
investigate the temporal behaviour of speckle patterna.first approach, the intensity at a fixed
pixel position was measured and Fourier transformed. Thsnepeated for 25 pixels around the
brightness maximum in the seeing limited image, and thdtiegupower spectra were averaged
to improve the signal-to-noise ratio. The result is ploiteBigure 5.16. According to Aime et al.
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Figure 5.16. Power spectrum of the focal plane intensity at a fixed pixsitjmm, measured in
the SDSS z’ band with a time resolution of 4.6 ms. The data wed With a two-component
exponential model to account for long-term drifts of tha’staosition due to tracking errors.
The speckle coherence timg-53 ms was derived from the high-frequent component of the fit.

(1986), such a power spectrumviP€an be fitted as the sum of two exponential functions of the
form:

P(v) = Aexp® +Bexp ™™ (5.4)

This two-component model accounts for excess power at leguincies, caused e.g. by the
telescope tracking error, and fits the high-frequent corapbmvhich represents the temporal
variability of the speckle pattern alone. Aime et al. (198Bpwed that the slope of the high
frequent part can be used to calculate the speckle cohetiemee., defined as the time where
the autocorrelation function of the focal plane intensityps to Je. For thef Andmeasurements,
a value ofte=53 ms was derived

The temporal autocorrelation plot for the same dataseto@shin Figure 5.17. The contribution
of the 2 Hz telescope oscillation is well visible at time ldgsgger than 200 ms. Scaddan and
Walker (1978) showed that such an autocorrelation funatenmbe renormalised by subtracting
a linear fit to the wings of the function and rescaling to a galange of 0...1. This is similar
to the application of the two-component fit to the power speotabove and removes influences
of long-term variations. Such a “cleaned” autocorrelatfanction C(t) can be fitted with a

Lorentzian profile:
2

a
Ct) = — 55
=52 (5.5)
The speckle coherence timgis then given by:

Te=ave-1 (5.6)

2This is valid under the assumption that the autocorreldtimation of the focal plane intensity has a Lorentzian
shape. In this case the slope of the power spectrum definesjtirealent width of the autocorrelation function
and can be used to calculate the speckle coherence time.
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Figure 5.17. Autocorrelation analysis of the focal plane intensity in@SS z’ band observation
with 4.6 ms time resolutionLeft: Result for a time range ofls. The sinusoidal wiggles in
the wings of the autocorrelation profile are caused by peddrhcking errors of the telescope.
Right: A close-up of the normalised autocorrelation function. @aé& was fitted with a model
according to Equation 5.5, resulting in an estimated speckiherence time af=36 ms.

The right side of Figure 5.17 shows a Lorentzian fit to the revadised autocorrelation data.
The measured, is 36 ms, only two third of the value derived by power spectamalysis. This

difference is most likely caused by residuals of the telescopéadi®n in the autocorrelation

data.

The telescope’s tracking error has a measurable impacteoadhievable Lucky Imaging data
quality. The maximum useful single frame exposure time focky Imaging at the Calar Alto
2.2m telescope is not only limited by atmospheric turbuteriiut additionally reduced by the
telescope performance itself. A simple estimate confirmss tifi the telescope oscillation has
a peak-to-peak amplitude of’2and a frequency of 2 Hz, this results in changes of the olsject’
pixel position with a speed of up to 160/sx This corresponds to a PSF broadening:bh$0 mas

at a single frame exposure time of 15 ms. While these extresoilaiions do usually not occur
permanently during an observation, they will decreasertneion of high quality exposures that
can be used for the final Lucky Imaging result.

The derived speckle coherence timer@£53 ms is comparable to timescales published by other
authors. Tubbs (2003) measured a value of 65 ms at the NopticaDTelescope, and values in
the range from few milliseconds to several ten millisecowdse reported by e.g. Roddier et al.
(1990), Vernin and Munoz-Tunon (1994), and Dainty et al 39

5.4.3 Strehl Correlation

The spatial and temporal correlation of Strehl ratios wassueed for the two components of
WDS 222835742 (see Figure 5.18 for a seeing limited image, single draxamples, and the
Lucky imaging result).

The left side of Figure 5.19 shows a plot of the Strehl ratithefsecondary component versus the
Strehl ratio of the primary. Without noise and in the absesfany anisoplanaticféects, the two
values should be perfectly correlated. The real measurehaasna linear correlation cfigient

71



5 Astralux First Light and Performance

C) d)

Figure 5.18. Observations of the”2 separated double star WDS 222&Y42. a) The seeing
limited image with a FWHM of’®8 in SDSS z’, corresponding td 17 in the V-band.b) A
typical single 14.7 ms exposure with a Strehl ratio of 0.€9The best single image with a Strehl
ratio of 0.27. d) The Lucky Imaging result with a Strehl ratio of 0.15, genedatrom the best
2.5% of 5000 input images. Allimages are linearly scaledaugaturation. East is up and North

to the right.
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Figure 5.19. Strehl ratio analysis for WDS 22286742. Left: Plot of the primary component’s
Strehl ratio versus the measurement for the fainter congraniThe line is a linear fit with a
slope of 1. The linear regression gpheient for this dataset is+0.884. Right:. The temporal
auto-correlation of the primary’s Strehl ratio is plotted red, whereas the green line is the
cross-correlation between the Strehl ratios of both congds

of 0.884, and the RMS for a linear fit 85%, expressed in Strehl ratio. The autocorrelation of
the primary’s Strehl ratio (see right side of Figure 5.1%)i¢ates a coherence time 150 ms.
This implies that the image quality, or the total variancéhaf incoming wavefront, changes on
a longer timescale than the position of the brightest sgeekhe speckle coherence time above
was in the order of 50 ms.

This is consistent with the assumption that telescope matentributes to the focal plane in-
tensity autocorrelation, and related to the fact that lodeo wavefront aberrations, i.e. tip-tilt
image motion, contribute mostly to atmospheric seeings Tihiding could be exploited to im-
prove Strehl measurements of faint reference stars in thedipé process. The single exposures
could be rebinned in groups equivalent to 150 ms exposure dima recentred on the individual
peak positions to increase the signal-to-noise ratio ofstinehl ratio estimates.

The shape of the temporal cross-correlation of the Stréiosrfor both components is remark-
ably similar to the auto-correlation, indicating that tkeplanatic angle has to be much larger
than the component separation ¢#42 The cross-correlation peaks at a time lag of O ms, but
is slightly skewed with respect to the auto-correlationveurA detailed analysis of such subtle
differences for double stars with a range of separations antiqooangles could in principle be
used to derive wind-speed profiles of the atmosphere’s lembiayers.

5.5 Observations of Globular Clusters

AstralLux observations of globular cluster centres enatilectharacterisation of the image qual-
ity over the full field of view. Choosing dierent stars with a wide range of magnitudes as the
Lucky Imaging reference allowed to estimate brightnesstsiror the reference selection and
to measure the dependency of the Strehl ratio on the refemagnitude. Among the globu-
lar clusters M3, M13, and M15, the latter has been observest mdensively with AstralLux.
Figure 5.20 shows a Lucky Imaging result together with aesl@gg of the central region and a
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Figure 5.20. The centre of the globular cluster M15 (NGC 707&)The 10% Lucky Imaging
result from 10000 raw images with 30 ms single frame exposone in the SDSS filter. The
gffective integration time is 30 s. The red circle marks the g&&d as the Lucky Imaging refer-
ence.b) The inner &6 of the centre, as marked by the black rectangle in the langege.c) A
HST archive image of the same region, taken with the AdvaGeetera for Surveys (AG8FC)

in the F814W filter. The total integration time was 615s.
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Figure 5.21. Normalised Strehl ratios versus angular separation from risference source for
various single frame exposure times. All values refer tbgjlar cluster observations in the SDSS
Z' band and a 1% image selection rate. The given isoplanatigleaof6.=40" was derived by
fitting a Mgfat profile (red line).

Hubble Space Telescope (HST) archive image for compariSoars as faint ak=18 mag can
be detected in the AstraLux data, close to the confusiort imsuch a dense cluster core. The
effective integration time of the AstraLux result was 30s, wlasrthe HST image has a total
exposure time of 615s, more than 20 times longer. An astmmeiduction of the AstralLux
data is presented in Chapter 6.

5.5.1 Isoplanatic Angle

In the following, the isoplanatic angk is defined as the angular separation from the reference
star, where the observed Strehl ratio drops to the fractieroflthe reference star’s Strehl ratio.
The observations of globular cluster centres allowed nreasents of the Strehl ratio for a large
number of stars, well distributed over the field of view. Fg5.21 shows the normalised Strehl
ratios, i.e. the measured Strehl ratios divided by the eefex Strehl, for three fierent M15

and one M13 observation. The images used for this plot aredbars a 1% selection from
10000 frames in the SDSSband. M15 was observed with thredfdrent single frame exposure
times, without a significant impact on tmormalisedStrehl ratios. ThebsoluteStrehl ratio
slightly decreases with increasing exposure time, thodghpping from~22% at 15 ms to 18%

at 60 ms.

Principally, like in the case of temporal autocorrelati@tad a Lorentzian function should provide
a good fit to the normalised Strehl ratio (e.g. Tubbs, 2003)weVer, the experimental data is
only poorly reproduced by such a profile. For the measuresrsdmawn in Figure 5.21, a Miat
profile has been found to give good fit results, allowing gdtation to the e point, and hence
an estimate of the isoplanatic an@le For the SDSS band observation$e has been found to
be~40", larger than the diagonal field of view size of’34
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Figure 5.22. Dependency of the final Strehl ratio on natural seeing andregfce star mag-
nitude. The plot is valid for observations with 30 ms singénfe exposure times in SD3S
and 1% image selection rate. All Strehl ratios were measuedtars that were less thari’ 2
separated from the reference source.

This measurement has been repeated for an observation ofiivtbe Johnsorn band. No
significant diference between the isoplanatic angles extrapolated frer #ind | band data
was found. Theory predicts a decreas®oby a factor 1.05 when switching fromi to |-band,
too small to be reliably detected in the available data.

The expected isoplanatic angleVhband is~2-5" (e.g. Roddier et al., 1982; Ziad et al., 2005),
equivalent tox4-10" in the Z-band. Vernin and Munoz-Tunon (1994) have found that the iso
planatic angle in speckle observations is typically aboudtiines larger.

The AstraLux data and comparable measurements by Tubb8)(20@gest that the selection

process of the Lucky Imaging technique can further incréase values as large as 460".

5.5.2 Reference Star Limiting Magnitude

The M13 and M15 observations were re-analysed wiffedint choices of the Lucky Imaging
reference star to assess the impact of the reference mdgoitLthe final Strehl ratio. Figure 5.22
shows the results for measurements under tfemint seeing conditions. While reference stars
as faint a3 =15.5 mag still allow a substantial improvement of image ifpahder a 065 seeing,
the same performance cannot be reached with stars faiaterl$5 mag in’085 seeing.

5.6 Conclusions

Astralux is able to reach Strehl ratios as high as 25% at thar @dto 2.2 m telescope in the
I-band. While this is only possible under a superior seeirdy 6or better, the median Calar Alto
seeing of 09 still allows to achieve Strehl ratios of more than 10%. Tymdal seeing limited
Strehl ratio in SDS&’ under such conditions i81.1%. In general, Lucky Imaging provides an
improvement of the Strehl ratio by a factor of 10, correspogdo an increase of the signal-to-
noise ratio for point sources by a factor oD, depending on atmospheric conditions. Thus a
selection of only the best-80% of all images does not have a negatiffie@ on the detection
limit for point sources.
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5.6 Conclusions

The requirements for the reference star magnitude areasiasl for observations with adaptive
optics. The performance starts to significantly decrease B4 mag, but improvements of the
image quality are still possible with stars as faint asI%6mag. The measured isoplanatic angle
in I-band is with~40” as large as typical values Kxrband for adaptive optics observations. This
means that Lucky Imaging with AstraLux at the Calar Alto 2.2atescope provides the same
sky coverage as adaptive optics observations in the nearaafat e.g. the 3.5 m telescope.
Lucky Imaging performs considerably better than specklagimg techniques. The typical mag-
nitude limit for these methods M~12 mag, and the isoplanatic angleliband is only half as
large.

The measured close companion detection limit at an angegearation of 1 is on average 6 mag.
This is worse compared to the performance of AO systems,aemmrally 810 mag are reached
(e.g. Mugrauer et al., 2005). But: adaptive optics provities capability only in theH and K-
band at wavelengths1.5um. The achievable contrast ratio in speckle imaging obsiensis
typically two magnitudes less than for Lucky Imaging.

Single frame exposures are limited to integration timesweahe speckle coherence time of
~50msin SDSE. At these exposure times, image motion due to periodic ®ofithe telescope
tracking is expected to reduce the percentage of usablefaihis is a serious technical problem
that needs to be addressed to increase AstraLux’s perfaariarnhe future.

Still, the early measurements indicate that AstralLux is garable to LuckyCam at the Nordic
Optical Telescope in terms of limiting magnitude and isopt&c angle (see Tubbs (2003)).
Detector, optics, electronics, and software worked asagge The simple design of the instru-
ment certainly contributed to a smooth and satisfactomt efaobservations at Calar Alto.
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Chapter

Astrometric Calibration of AstralLux

6.1 Introduction

One of the most easily accessible results from Lucky Imagiata is relative astrometry, i.e.
angular separations and position angles (PA) between twmwoe objects in the same image. In
contrast to absolute astrometry, where object positioageierenced to a frame of astrometric
calibrators, e.g. the FK8 or ICRS standard system, relative astrometry requirgstbelprecise
knowledge of pixel scale and rotation angle of the instrumen

These two values have to be calibrated at least for eachwabgetn, and definitely after any
changes of the optical configuration or un- and remountirth@tamera. Optimally, pixel scale
and rotation angle should be monitored for changes duriegltiserving run, preferably several
times per night.

The pixel scale and PA calibration determines the actualigion of any following astrometric
measurements. It is therefore important to choose calioratethods that yield accurate results
and reliable error estimates. ldeally, they should notiregadditional instrumentalfgort, and
should not consume too much valuable observing time.

In principle it is possible to use single stars for calibvatpurposes by observing them through
a slit mask placed in front of the telescope. Measurementieofesulting interference pattern
in the image plane allow precise pixel scale and rotationeacgibration if the true dimensions
of the slits and their orientation with respect to the pobds @f the telescope are known. This
method has been described by e.g. McAlister (1977), Mc&dist al. (1987), Hartkopf et al.
(1997), and Douglass et al. (1997) and is widely used at smiglescopes. For the Calar Alto
2.2 m telescope, such a slit mask would be a very unwieldycdewnd (un)mounting it would
consume too much time and manpower to make it a really feasddution.

Two different calibration methods that were applied to AstraLuk béldescribed in the follow-
ing. A third method, based on measuring the angular motiomedifobserved asteroids relative
to field stars, was tested in January 2007, but has not belgreftdluated yet. This technique
should in principle allow to calibrate the linear pixel salith an accuracy better than 0.01%,
and is virtually free of systematic errors.
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6.2 Known Visual Binaries

Visual binaries with known angular separations and pasiiongles are well-distributed over the
sky, and it is always possible to find one observable afiicgnt elevation. However, not any of
the several 1000 known binaries is suitable for calibraparposes. For most of them only few
measurements and preliminary orbital elements exist, aoefphemerides for these systems are
rather inaccurate.

A subset of the stars contained in the “Sixth Catalog of GrbitVisual Binary Stars” (Hartkopf
and Mason, 2006) has been proposed as astrometric “caibredandidates”. For these200
stars the existing astrometric data covers either at leagbstantial fraction of the full orbit, or
the orbital period is long enough to allow precise prediddiof separation and position angle for
the next few years. The ephemerides for these objects alishpedh online, and the selection of
a suitable calibration star sample can be accomplishedoiri me.

The major drawback of these objects is, that the publishkiiscare usually based on measure-
ments of only few dierent observers, so that systematic errors in one of thestataes will
most likely persist and not be averaged out. Furthermosgetls no common astrometric cali-
bration standard used by these observers.

Table 6.1. November 2006 calibration binary measurements. The stdndizviationo refers to
single measurements, not the mean value. The rotation gigis the dference of the measured
position angle minus the prediction, where the positionl@mgcounted from North over East.
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Star Separation’] Pixel scale [/px] Rotation [] Nmeas
WDS 000544549 5.955 23.206 -0.89 1
WDS 02026-0246 1.788 23.1720.051  +1.71+0.051 8
WDS 033680035 6.686 23.720 -0.43 1
WDS 042331123 1.088 22.717 +1.31 1
WDS 050050506 1.453 22.899 -0.41 1
WDS 05364-2200 4.114 23.998 0.067 -1.34+ 0.10 10
WDS 0720%2159 5.645 23.548 -0.47 1
WDS 0746%2107 0.491 25.953 0.138 -0.45+ 0.25 2
WDS 08554-7048 1.973 23.186 0.028 -1.09+ 0.04 2
WDS 17053-5428 2.311 23.232 +1.27 1
WDS 17386-5546 1.915 22.744 +1.38 1
WDS 18443-3940 2.360 23.672 +0.09 1
WDS 191214951 7.388 23.838 -0.46 1
WDS 19266-2719 2.083 23.361 -0.46 1
WDS 1945G6-4508 2.655 23.750 -1.26 1
WDS 19553-0644 0.555 24.262 -0.69 1
WDS 203751436 0.543 24.974 -1.71 1
WDS 204621554 6.128 23.821 -0.95 1
WDS 204641607 9.133 23.805 -0.07 1
WDS 214412845 1.716 22.540 -2.53 1
WDS 22038-6438 8.304 24.65% 0.069  +0.40+ 0.07 3
WDS 23595-3343 2.076 22.346 0.034 -0.08+ 0.05 16



6.2 Known Visual Binaries

Observations of such calibration candidates were carreth@ll three AstraLux observing runs.
During the first night of each run, around 2@fdrent calibrators were imaged to determine initial
pixel scale and image rotation values. Abou#d3stars of the sample were used throughout the
remaining nights to check for variations of the pixel sc&pjcally by observing one standard
per hour. On all reduced images, the star positions weraagtt by Gaussian fitting, and pixel
scale and rotation angle were computed for each image thdilly, based on the ephemeris
prediction for angular separation and position angle. tiswere observed at elevations(’

and no attempt has been made to correct ffiedkintial refraction or atmospheric dispersion.
Table 6.1 lists the calibration measurements of the Noverib66 observing run, while the
derived pixel scales are plotted against the angular sémasan Figure 6.1. The pixel scale
refers to the pipeline results which are two times oversathglompared to the raw data. A
look at the table reveals that the scatter between the ohadiipixel scales is much larger than
the typical accuracy derived from repeated measuremeritseacdame star. On one hand, the
16 measurements of WDS 23598343 show a standard deviation of the pixel scale of only
0.034’/px, which indicates a relative accuracy of 0.15%. At an aagséparation of 2076, this
corresponds to an astrometric precision of 3.1 mas. On ther diand, the standard deviation
of all pixel scale values is”®38 or 3.6% — this is a factor of 24 worse! One reason for this is

26.5 ———
2 4 ] Figure 6.1. Resulting pixel
§ 255 t Calibration binaries November 2006 Zgilefo\;eraS#SNngumIz;rsez%%rg-
s Bre calibration binaries.  Dots
% M5 i 1 with error bars refer to stars
E ouf s ] with multiple measurements.
£ sl . . * The adopted pixel scale of
E 2'3 i S . | 23.4Y'pixel is based on all bi-
- L naries with separations>1",
25 ‘. Scale: 23.41 "/px 1 excluding the lowest and high-
22 S — est value.
0o 1 2 3 4 5 6 71 8 9 10
Separation / "

visible in Figure 6.1. Apparently, the three calibratorshwangular separations below fesult in
higher pixel scale values than the average. This is causéuelyeginning overlap of the seeing
halos at small separations, resulting in systematic ustierates of the separation when using
Gaussian fits instead of sophisticated PSF subtractionadetlror the final reduction, only stars
with separations-1" were used, and the two most extreme outliers were also disdaf-rom
the remaining 17 stars a pixel scale of 230113’ /px was derived, where the standard deviation
now refers to the mean value and not single measurements. implies that any observation
based on this calibration is limited to a relative accurad.56% in separation — still worse than
the result for a single calibration star.

The same is true for the rotation angle. While the measuresm@#niVDS 235953343 show a
standard deviation of only 0.05the uncertainty for the finally adopted value of <0i2 about
four times higher. Though this precision is already quitisgang for angle measurements and
indicates that the 2.2 m telescope seems to be well-alignétaetcelestial pole, it shows again
that the calibration accuracy is not limited by the instrataé stability, but by the uncertainties
of the true separations and position angles of the calityato
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Since all the stars in this sample are supposed to be weliredid and to have high-precision
orbital elements, there is no way to decide which one is teedremost accurate. If a calibration
strategy is based on known binaries, it is therefore higaggommended to observe as many of
these objects as possible to average out any inherent aimtiers.

6.3 Stellar Clusters

Using stellar clusters for calibration purposes is prelitge to the astrometric reduction of wide-
field observations. The main ingredient for this method isaecurate catalogue of the astro-
metric positions of stars in the field of view. Catalogue® ltke UCAC-2 or the USNO-A2.0
and USNO-B1.0 provide astrometric information for morentfzabillion stars, allowing high-
quality astrometry in virtually any region of the sky. Buhig refers to instruments with fields of
view in the order of several arcminutes — in thé’224" field provided by AstraLux, one will
rarely see more than two or three stars at the same time. Baretlison, multiple-object cali-
bration can be performed only in dense stellar clusters,gtodpular cluster centres or the Orion
Trapezium cluster. Astrometric information for these algecannot be extracted from one of
the standard catalogues mentioned above, but is availakkparate publications. For example,
globular cluster astrometry of M3, M13, and M15 was publishg Guhathakurta et al. (1994),
Yanny et al. (1994), and Cohen et al. (1997), based on HSTradigens. Accurate ground-based
astrometry of the Orion Trapezium cluster stars is given loZiughrean and Stfiar (1994).

The astrometric reduction of AstraLux images of stellarstdus follows the same method as
for wide-field astrometry. First, the positions of all stavgéh a suitable SNR and preferably
no close companions are extracted from the image. Secoeskg tstars are matched to their
corresponding entries in the astrometric catalogue of bsewed object. This leaves the task
to determine the transform from pixel coordinates (x,y) qoaorial coordinatesu(d). At this

point it is convenient to switch the coordinate system framadorial to tangent plane coordinates

Em):

_ cosd sin(a — ag)

= 6.1

: 5 (6.2)

0= _sin 90 €0SO cos(a — ag) — COSO SiNd 6.2)
S

S = C0Sd COSO cos(a — ag) + Sindg SiNd (6.3)

Here,ag anddg are the equatorial coordinates of the image centre sam@ shorthand to make
the equations more handy. The transform between tangem plaordinates and pixel position
(x,y) in the image can be expressed by the following equation

E=a+bx+cy+dxX +ey (6.4)
N =g+ hx+iy + jx% + ky? (6.5)

These equations includdfsets between true and assumed plate centrefi@eats a, g), the
linear pixel scale and image rotatiob, ¢, h, i), and quadratic terms of the pixel scale that can
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account for image distortionsl(e, j, k). It is possible to use a reduced set of transform equations
with a single linear pixel scale cfigcient and rotation angle, if only two stars are available. In
principle the above equations can also be extended by exdlit8rd order terms. The resulting
linear equation system is solved, e.g. by singular valuemposition, to determine the values of
the transform cacients. From these, the linear pixel scale and the rotatighezof the image
can then be computed as:

Scale= +/|bi — hd (6.6)

Angle= arctan‘/_TCih (6.7)

6.3.1 The Centre of M15

This technique has been applied to AstralLux images of theu¢do cluster M15, obtained dur-
ing the first observing run in July 2006. The input data was % $@lection result from 10000
single frames with anffective exposure time of 30 s in the SD3ilter. The reduced result
was two times oversampled by the Drizzle process during émagonstruction. The astrometric
reduction was based on the HST astrometry given by Yanny €1394).

A small piece of software was written that displays the imag¢he screen and overplots the po-
sitions of the reference stars from the catalogue, usingwprary transform cofficients. When
the user clicks on a star in the image, the centroid is detexthaand matched to the nearest
available reference star. The transform equations areda@nd the residuals for each star are
computed. Axo-clipping algorithm is applied to exclude outliers from tfireal solution. Fig-
ure 6.2 shows the image used for the M15 astrometric reductbars included in the solution
are encircled in green, while removed outliers are marked byd box. The red lines indicate
the amount and direction of the astrometric residuals, itteeléngth is 25 times the actual dis-
placement between catalogue position and fit result. Fiagively bright stars in the southwest
corner of the field of view were not used at all since they appe@e in the catalogue of Yanny
et al. (1994), with dterences of aroung100 mas between the alternative positions. These stars
are in the overlap area of the HST images used for catalogati@n, and were not correctly
matched between the individual frames. From a total of 10&ctsd stars, 9 were rejected due
to their residuals.

The remaining 97 stars allowed a stable solution of the toamsequations. The actual results
of the analysis are summarised in Table 6.2. Please notéhthsst values again refer to the pixel
scale of the drizzled data which is two times oversampledpaoed to the raw data.

Compared to the double star measurements, the degree ef/alslei precision is impressive:
the relative uncertainty in pixel scale is how only 0.03%.eTguadratic terms are of the same
order of magnitude as their errors, but not negligible. Thtdnined values correspond to
deviations from a purely linear solution B320 mas at the field edges. This is certainly relevant
for applications that need high astrometric precision dliercomplete field of view, whereas
observations of e.g. close binaries may be safely calithnaseng a linear fit.

It is interesting to compare the above results to the cdldmwahat was performed with double
star measurements during the same night: the pixel scalengasured as 23.2# 0.09 mas,
and the rotation was found to be 0.#10.13. The two pixel scale values agree very well
within their errors — which is absolutely not self-evideahie should remember that the globular
cluster calibration heavily relies on the correctness ef plablished HST astrometry and that
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Figure 6.2. M15 image used for astrometric reduction. Green circlesaatk stars that were
used in the final solution, rejected stars are marked withaxks. The red lines show the amount
(25x magnified) and direction of the residuals.

any systematic errors in these data witlegt the calibration results. It should be mentioned that
Yanny et al. (1994) estimate the measurement errors of thveeastrometry within angles of
few arcseconds as20 mas, but:40 mas for larger separations.

The position angles derived from binaries and the M15 ddferdsignificantly. However, the
difference of 0.6 should still be acceptable for most applications, and griybaegligible for
astrometry of close binaries — here the angle uncertaintyually dominated by the measurement
errors of the component positions.

A full and thorough reduction of the M15 data would requira¢gount for diterential refraction.
Depending on airmass, the pixel scale parallel to the @aradlangle is typically 1.0062L.0006
times higher than in the perpendicular direction. This ishef same order of magnitude as the
accuracy of the transform cfiients above. It would also be an advantage to select stars fo
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Table 6.2. Astrometric reduction results of M15 calibration data

Plate center: ag = 21"29M58441
8¢ = +12°0953/'22

Transform coefficients:

b= 233132+ 0.0031 magpx h= -0.5549+ 0.0032 magpx

c= 05151+ 0.0043 magpx i= 233173+ 0.0041 magpx

d= 81-10%8+13-108magpx® j= -34-10%8+1.3-108magpx?
e= 09-10°+17-10%magpx¥’® k= -31-108+17-108magpx?
RMS of fit residuals: 10.1 mas

Linear pixel scale: 23.3214+ 0.0072 magpx

Rotation angle: 131+00r

Field of view: 23’88 x 23’88

the astrometric solution according to their colour — atnhesiz dispersion will not only produce
subtle diferences in the PSF shape of stars witfiedent colours, it will also introduce small
shifts in elevation.

As long as the available astrometry is nfieated by systematic errors, globular clusters are well-
suited calibrators for AstraLux. The proper motions that sa expected within these objects are
small compared to the orbital motion of most close binarysstand the selection of several
10 reference stars in the cluster helps to average ffesteout. Thus globular clusters can be
seen as relatively static calibrators. Unfortunately, nhenber of these objects with published
astrometry is by a factor c£10 smaller than the number of calibration candidate doufales,s
and there might be observing runs where it tfidult to find useable globular clusters affitient
elevations throughout the night.

6.3.2 The Orion Trapezium

The Orion Trapezium cluster is frequently used for astroimeglibration purposes, especially
in the near infrared. Stellar positions for the centrdl 822" have been published by McCaugh-
rean and Stater (1994) with relative astrometric accuracy in the ordet@mas.

The Orion Trapezium was observed with AstraLux in Noveml@@&and January 2007. Fig-
ure 6.3 shows an image of the western part of the centralet|usterlayed with the star names
as given in McCaughrean and Sfiin (1994). The first major ffierence compared to globular
cluster data is the much smaller number of stars — the sizedAstralux field of view does not
allow to have more than three of the four brightest Trapeztars in the same image, and many
of the objects that have published astrometry are not bagbtigh at wavelengths belowufn

to be suitable calibrators. The second strikinffetence is the image quality. While the M15
data shows nearly firaction limited stars, all AstraLux observations of theggaium that could
be obtained so far $ier from a large stellar FWHM of 26800 mas. This limits the number
of stars useable for centroid measurement and astromethiction to only seven in the shown
image. Therefore, only simplified linear versions of the@sktric transform equations were
solved, resulting in a pixel scale measurement of 238403 mas and a rotation angle of -G:6
0.1° for the November 2006 data. Both values agree with the bistaycalibration results from
the same observing run within the errors.
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Figure 6.3. AstraLux observation of the Orion Trapezium cluster in S@3fand. The gective
integration time was 10s. Stars are designated with the sagieen by McCaughrean and
Stauyfer (1994) and encircled where they are hardly visible in thated version.

The January 2007 observations of the Trapezium were indepdy reduced by Jérome Berthier,
IMCCE Paris, to calibrate observations of the binary agtgi2?) Kalliope (see Chapter 7.4). As
in the previous runs, a good agreement with the binary sigragon results was observed,
confirming that the error estimates of the measurementsakhstic.

6.4 Conclusions and Recommendations

Both presented methods have their advantages and drawliclesy stars are well-distributed
over the sky and ideal for monitoring pixel scale and rotatmgle of the instrument. Unfortu-
nately, the typical achievable calibration accuracy ishie order of 2% for the pixel scale and
0.5 for rotation angle. Only by observing a large number dfetient binary stars it is possible
to reduce these errors. Besides this, they are certainfuluseget a quick estimate of the image
parameters, since acquisition and reduction of a binargrebtion can be accomplished in just
a few minutes.

If highest precision is necessary and non-linear imageishs have to be determined, globu-
lar cluster centres are the only available option. The dedaation requires considerably more
effort, but results in superior calibration accuracy compaodtie binary stars.

Observations of the Trapezium cluster can be used at lelastdasurements of the linear pixel
scale and rotation angle, but the limited number of usedats s the field of view will not allow
to get the same precision as it is possible with globulartetusentres.
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The experiences gained during the last three AstralLux elogeruns allow to formulate a set of
guidelines for #icient astrometric calibration of the instrument:

At least one globular cluster centre with published HST phwdtry should be observed
in each run, after any changes of the optical configuratiorf, the camera was dis- and
remounted.

Additionally, the Orion Trapezium should be observed ast@ace (if it is visible).

The observations of-23 calibration binaries should precede and follow globulaster
centre or Trapezium observations to calibrate the bingrgrsgions and position angles.

Observations of these binaries should be used to monitmgeseaof pixel scale and image
rotation during the run. It is shicient to observe one binary each two hours. If these stars
are not available during the whole night, they can be usedlibrate a set of secondary
calibrators to fill in gaps of the hour angle coverage. Howeusing the same binary
repeatedly will allow to assess the instrumental stabitityre reliably. These binaries do
not have to be chosen from the set of calibration candidatgbey will only serve for
monitoring purposes. The actual calibration is done withdluster astrometry.

If no globular cluster or Trapezium data can be obtainedeadtl 10 dferent calibration
binaries with angular separationd”” should be used. They should be observed all in the
same night, with as little time fierence between the first and last observation as possible.
Monitoring of the instrumental stability can then be penied as described above.
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Chapter

AstralL.ux Observing Programmes

Scientific observing programmes with the AstralLux instratretarted right during the first ob-
serving run in July 2006. The following sections give a skstatus report on these programmes
and show some examples of observational data. While noreedéitget samples has been com-
pleted as of March 2007 and data reduction is still ongoihg, first refereed publication has
already emerged from the preliminary results (see Chapter 8

In January 2007, high speed photometric observations oCthé pulsar were conducted. A
GPS-based timing electronics, theux add-on, allowed time-stamping of individual exposures
at frame rates of up to 1000 Hz with micro-second precisidnis €nabled the reconstruction of
the pulsar’s pulse profile. Whereas high speed photometrgtifurther covered in this thesis, a
brief overview of the theLux timing hardware can be found in Appendix D.

7.1 Young Stars in Nearby Moving Groups

In the past ten years, several nearby moving groups of yotarg were identified. They are
at distances of 20 to 80 pc and have ages in the range from 8t®&26 (e.g. Zuckerman and
Song, 2004; Fuhrmann, 2004). Members of these moving graxgothe prime targets for direct
imaging surveys for exoplanets, since due to the young axyesubstellar objects should still be
self-luminous, and hence relatively bright.

Because of their proximity, members of the moving groupshaiielatively high proper motions
of the order of 0.1 to’1/yr. Hence new stellar and substellar companions can easilyantified
by observations taken at 2ffiirent epochs separated by only one year.

High angular resolution observations 60 stars with AstraLux started in July 2006. A total
of 7 new companions at angular separations betwég2rafd % were detected, with magnitude
differences of 88 mag in the SDS3 band. While all objects have been observed at least once
since the start of the programme, most of them are still fckecond epoch measurements. With
the exception of the close binary HD 160934 (see Chapter@Him96064, where archive pre-
discovery images are available, it is too early to clas$ig/discovered companions as physically
bound or background stars. In the case of physical compgnhdymamical mass estimates and
colour index measurements will contribute to the calilmratdf evolutionary models for young
stars in the low mass range.
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The targets for this observing programme were selected Znackerman et al. (2001), Song et al.
(2003), and Lopez-Santiago et al. (2006). The only seledtiiterion was sficient visibility
with a required minimum elevation of 40corresponding to a declination of at leést-13°. The
sample included stars with doubtful classification as membgthe Hercules-Lyrae association,
as published by Lépez-Santiago et al. (2006). All stars vobxserved at least in the SDZS
band with typical total exposure times of 225 s, leading tefégctive integration time of 11.25s
at a selection rate of 5%. Stars with new companion candidaéze observed in the Johnsbn
filter as well to determine colour indices. However, as theative wavelengths of the available
SDSSZ and Johnsonfilters differ by only 40 nm, and the filter bandpasses have a large oyerlap
these colour measurements have found to be not very usefldct8d targets will therefore be
re-observed in the SDSSband when this filter becomes available for AstraLux in m@2

HD 141272

Figure 7.1. HD141272 and its possi-
ble companion. Thed7.6 mag bright host
star is a doubtful member of the Hercules-
Lyra association, with an assumed age of
200 Myr. At a distance of 21.4 pc, the mag-
nitude dfference of~*8 mag in the SDS8 —_—
band puts the companion in the very low
mass regime. The companion has been ob
served several times in ffrent filters to
rule out artefacts like internal reflections or
residuals of static aberrations.

Figure 7.1 shows the the G8V star HD 141272 with a possiblg l@v mass companion at
an angular separation of 2. At a distance ok21pc and a&'-band magnitude éierence of
nearly 8 mag between the-7.6 bright host star and the secondary component, massagssim
are close to the brown dwarf regime. Second epoch obsengatiocsummer 2007 will allow to
distinguish between a gravitationally bound system andchaoé projection, as the proper motion
of HD 141272 is~240 magyr.

A particularly interesting object is the wide double star9331. AstralL.ux observations revealed
that this is in fact a triple system, with one of the known camgnts being a close binary. Such
a configuration allows relative astrometry of both closeabjncomponents with respect to the
third component, yielding complete orbital informatiordamreliable mass estimates. Figure 7.2
shows an image of GJ 9251, obtained during the January 2Q&fobg run.

Another example is HD 96064 at a distance of 25 pc (see Fig@je The southwestern compo-
nent of this wide system is a known close binary with nearlyadlg bright components. A fourth
possible very low mass component with an absoltband magnitude of14.5 mag is visible in
the AstralL.ux images. This object could be located in YNACO archive data (ESO programme
074.C-0084(B), PI R. Neuhauser), obtained in June 2005rofkstric measurements indicate
that this component is not co-moving with the HD 96064 sys#sm most likely a background
star.
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Figure 7.2. The known double star GJ 9251 with its newly discovered aosgpanion to the B
component. The system is a member of the B4 subgroup of theraBu3 moving group, with
an assumed age in the range of-8%0 Myr.

GJ 9251

HD 96064

Figure 7.3. The suggested quadruple system HD 96064, doubtful membwes bfercules-Lyra
association. The companion candidate (halfway betweendABAD) has an absolute I-band
magnitude ok14.5mag. The inset shows the close binary HD 96064 BC on arlidisplay
scale, whereas the full image is scaled logarithmically.
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7.2 T Tauri binaries

From December 1990 until October 1992, a high angular réealsurvey for binary and mul-
tiple systems was carried out in the nearby (140 pc) Taurwss®cation using lunar occultation
and speckle techniques (Leinert and et al., 1993). In t@&[TlTauri systems were surveyed, and
39 double, 3 triple and 2 quadruple systems with separabienseen 013 and 13 were iden-
tified. Surveys by other groups (e.g. Mathieu, 1994) addethan 9 multiple systems, resulting
in a total of 53 binary and multiple systems. Another 27 npldtisystems were identified among
the sample of X-ray active T Tauri stars by Kéhler and Leir{@€98). Relative astrometry of
these systems can yield mass estimates of the componedtheacombination with brightness
ratio measurements inféierent passbands allows to further constrain the physicggpties of
these objects.

Taking projection fects into account, a typical T Tauri binary system with a ssjan of @3
and a system mass of 1Vhas an orbital period of 270yr. For an epockfetience of 15yrs,
a change in position angle (PA) by about 20 degrees is exgheBeen closer or more massive
systems should show a larger change in PA, while wider omesssive systems should exhibit a
smaller change in PA. By comparison with proper motion datg. (Ducourant et al. (2005)), the
re-observations of systems with only one epoch of data atiaest if these are physical binaries
or chance projections.

AstralLux observations of all known T Tauri binaries from tteanert sample were performed in
the SDSS’ band in November 2006. Fer35 systems the data allows relative astrometry with
an accuracy better than 10 mas, and changes in PA of up’tsidée the early 1990s are visible
in some of the closer systems.

Future observations infllerent passbands will resultiin-z’ colour indices. This data, as well as
the already derived’-band brightness ratios, is complementary to the publishedsurements
for most of the observed objects. While near infrared sgeakid adaptive optics observations
have been performed for all stars of this sample, resolvedopiretry at wavelengthslpum
exists for only few targets.

Figure 7.4 shows the known quadruple systemTaG imaged in the SDSS filter. A possible
fith component of the system is visible west of G&uBb. It was first observed by Silber
et al. (2000) and later classified as a background star byeltalh (2002), based on astrometric
measurements.

AstralLux imaging of the double system/GK Taushows the presence of a fainter companion to
GK Tau, apparently not reported so far (see Figure 7.5). The coiopas located 25 northeast

of GK Tay, and is~x4 mag fainter in the SDS8 band. For this object, acquisition frames obtained
with the NICMOS and ACS instruments of the Hubble space teles are available. While the
angular separation between GKuand the companion did not significantly change during the
last eight years, the position angle has decreased by mamneStlllegrees. This is inconsistent
with an assumed mass sflL My, for GK Tau Further astrometry and photometry are necessary
to distinguish between a chance projection and a boundrayste

This finding indicates that it is still possible to detect newnpanions to rather well observed
T Tauri stars. The current AstraLux sample might be expamgseabjects that are assumed to be
single stars, eventually leading to the discovery of nevatyiror multiple systems.
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Figure 7.4. The multiple system GTau, observed in SDSSz'. The fifth componeirt the
southwestern corner of the image is a background star.

Figure 7.5. The known binary system
Gl/GKTau and a possible new compan-
ion to GKTau The angular separation
between GKau and GKTayc is 2’5 at
an SDS&' band magnitude gerence of
4 mag.

7.3 Nearby M dwarfs

While stellar multiplicity statistics are well establisherowadays for the G and K star population
in the solar neighbourhood (e.g. Duquennoy and Mayor, 1B@dhwachs et al., 2003), this is
not yet the case for later spectral types. Besides purststatiastrometric observations of low-
mass binaries allow dynamical mass estimates, vital foc#tibration of stellar models. While
e.g. the models of Bafie et al. (1998) are believed to predict accurate absoluteiniared
magnitudes for low-mass stars, they become increasingbliahle at visible wavelengths. Thus
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GJ 3076

Figure 7.6. The known M dwarf binary '
GJ 3076. The PSF of the secondary com-
ponent is slightly elongated due to atmo-
spheric dispersion.
- 4
500 mas E

Lucky Imaging observations of low-mass binaries can prwidluable input for the refinement
of such models.

Law et al. (2006) recently began to successfully surveyleltdwarfs in the SDS$ andz’
band with LuckyCam at the Nordic Optical Telescope, and MBtekted a similar binary search
programme with AstraLux in November 2006.

The targets for this mini-survey were selected from Riaz.g2806). They published a list of
1080 spectroscopically studied nearby stars with spegfpaks between K5 and M6, selected by
correlating the Two Micron All Sky Survey and ROSAT catalegu The AstralLux sub-sample
is volume-complete out to a distance of 11 pc, and includes®t8varfs with V-magnitudes as
faint as 14.5 mag.

Figure 7.6 shows an AstralLux image of the M5 dwarf GJ 3076 astamce of~8 pc. Its com-
panion to the south was first detected by Beuzit et al. (2004) K~band observations at the
Canada France Hawaii Telescope (CFHT), using the PUEO igdagitics system (Arsenault
et al., 1994). Since its discovery in August 2000, the angsd@aration between the two com-
ponents has decreased from 409 mas to+306nas in the AstraLux image, and the position
angle has changed from 14 1872°. This is a good example for a system where follow-up
astrometry during the next years will allow to derive acteiraass estimates.

Figure 7.7 shows the triple system 2MASS 0332352813554. This object, that has apparently
not been observed with high angular resolution technigeésré, is listed as a single M5 dwarf
at a photometrically determined distance of 11 pc in thelogtee of Riaz et al. (2006). Under
the assumption that the spectral types of the three commorea not too dierent, the real
distance has to be larger to match with the observed appawammitude olV=13.8. This object

is certainly one of the highlights of the AstralLux resultegding urgent follow-up observations
at different wavelengths to allow spectral typing of the individt@mponents.

The probability that this triple configuration may be justhace projection is very low. The
object can be located in the Digital Sky Survey (DSS) as welharecent (year 2003) archive
frames of the Near Earth Asteroid Tracking programme (NBA®Bvdo et al. (1999)), allowing
measurements of its proper motion. At a ratex@f over the last 50 years, one would expect a
binary appearance or at least an elongated PSF in the DSSfdamthree components of the
system were not co-moving. As the system’s PSF appeardligeiint the DSS images, this is
most likely a physically bound system.
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2MASS 03323578+2843554
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Figure 7.7. The newly discovered triple M dwarf system 2MASS 033285343554. The an-
gular separation between the two outermost componentsQisraé, and only 150 mas between
the two eastern components.

Besides follow-up observations, the current M dwarf samlebe extended to fainter objects,
increasing the volume-completeness to a radius of 20 paré&observations will profit from the
availability of an SDS$ filter.

7.4 (22) Kalliope and Linus

While asteroids are suspected to have satellites since thanel00 years, real evidence was
not found before 1993, when tit@alileo spacecraft transmitted the first images of an asteroid’s
moon back to earth. The discovery of the 1.4 km sized mod@wetyl around the asteroid (243)
Ida triggered the start of various observing campaigns, fatusethe discovery of asteroid
satellites. A thorough review of the history of binary astdrresearch can be found in Merline
et al. (2002).

The most successful method up to now is based on lightcuralysis. The subtle signatures of
mutual eclipse events in binary asteroid systems can bexasseven with small telescopes, and
collaborations between professional and amateur astrersoare particularly successful (e.qg.
Behrend et al., 2006). Radar imaging of near-earth astgroidyinally aimed at size measure-
ments, proved that binary asteroids are not confined to the b&dt between Mars and Jupiter
(e.g. Benner et al., 2006; Ostro et al., 2006). The omnipEsef asteroids with moons in

our solar system has been further confirmed by direct imagjirnary or even triple systems

among the Kuiper belt asteroid population (see Noll et 0@ for a recent example in this

field). Pluto, since the IAU general assembly 2006 ndkcally a dwarf planet, is probably the

largest transneptunian body and known to have at least thoeas (Weaver et al., 2006).

Direct imaging of binary asteroids from the ground was naigille until the availability of
adaptive optics at large telescopes. One example for a drbased observation is the discovery
of the moonLinus to the main-belt asteroid (2Xalliope by Margot and Brown (2001) and
Merline et al. (2001). This system has been extensivelyietiusince then, leading to a full orbit
determination by Marchis et al. (2003).
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Among the known binary asteroids in the main belt, (R2)liope is the best suited system for
observations with AstraLux. With a semimajor axiss«df000 km, the angular separation between
the two components can be as large as 850 masKatidpe itself is bright enough to be used
as Lucky Imaging reference. The diameteralliope and its moon are-180 km and 40 km,
respectively, resulting in a moderate magnitudéedence ok3.3 mag.

(22) Kalliope, Linus & HD 35531

0.83”]:.

2007 Jan 8

Figure 7.8. The asteroid (22Kalliope, its moonLinus to the north, and the background star
HD 35531. This image was generated from the best 2.5% of 65@a6tes with 30 ms single
frame exposure time. During the30 minutes of the observatioKalliope moved by about 19
with respect to the star, which appears as a trail in this imag

First resolved observations with AstraLux were obtainedavember 2006 and astrometrically
reduced. The comparison with theoretical predictions comfil that the measured positions
were within the~30 mas uncertainties of the orbital model (P. Descampsatgrigommunica-
tion). On January 8, 2007, th¢€alliope / Linus system occulted the star HD 35531. While the
occultation event would have been visible only from logagian northern Asia, the angular sep-
aration betweeiKalliope and the star, viewed from southern Spain, was still smalughdo fit
within AstralLux’s field of view.

Figure 7.8 shows the result of this observatiokalliope and Linus are clearly resolved and
appear pointlike, whereas HD 35531 has left a trail in thel fimage due tdKalliope’s proper
motion of ~0’63/min relative to the star. The non-uniform, somewhat “clufnggpearance of
the star’s trail is the result of the Lucky Imaging selectnocess and demonstrates that the
moments of least atmospheric turbulence are not evenlgldistd in time. The brightness dis-
tribution along the star’s trail suggests that seeing d@mi were on average better towards the
end of the observation, corresponding to the left side ofridie

It is worth noting thaKalliope is not a perfect pointsource, hence not an optimal Lucky intag
reference object. At a distance of 1.6 AU at the time of theeolksion, the angular size of
Kalliope was ~150 mas, and the asteroid’s disk covered an area of almdst jgixgls on the
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detector. When such a slightly extended object is used a&ubky Imaging reference, the
position of the brightest pixel in a short exposure imagesduat necessarily correspond to the
centre of the object. As a consequence, the final image ibgo/with a function whose width
and shape are determined by size and geometry of the reéesencce. This reduces the Strehl
ratio and angular resolution of the Lucky Imaging result.

Observations of binary asteroids — direct or photometrice-tlae primary source for density es-
timates. Alternative methods like in-situ explorationabusis of orbiting spacecraft trajectories,
or modelling of subtle changes of the orbital elements aftese encounters with other asteroids
are applicable to only few objects.

The pure existence of binary asteroids is a tough challeagary evolutionary model of the
solar system. More observational input is needed to sortheujuestion whether some binaries
might have formed as primordial pairs, or if collisional rhanisms are the only way to produce
them. The question might be more complicated than that,res\basteroids in dierent popula-
tions, starting in the near-earth region and reaching othi@éd<uiper belt, may require filerent
models to explain their existence.

Though AstraLux might be able to observe only the brightesliely separated systems, it can
contribute to the solution of this puzzle by monitoring kmowinary asteroids, allowing the
refinement of orbital parameters.
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Chapter

Direct Imaging of the Young
Spectroscopic Binary HD 160934

HD 160934 is a well-suited example for the successful coatlin of AstraLux observations
with data from other sources. The following sections largelrrespond to Hormuth et al. (2007),
but some aspects, e.g. the unresolved photometric measnignnadial velocity analysis, and
the modelling of the physical parameters of HD 160934, aserileed in more detalil.

8.1 Introduction

The young active star HD 160934 was observed as part of thplsasfiyoung stars in nearby
moving groups. The discovery of a close companion, the abiitly of pre-discovery HST
archive image data and ground-based radial velocity measnts allowed conclusions about
the orbital parameters without a second epoch of AstraLgelations. Unresolved photometry
from the 2MASS catalogue and owBVRIz'measurements with MPIA's 70 cm telescope were
used to constrain the physical properties of the systemta.estimate masses, age, and spectral
types of the components.

HD 160934 £ HIP 86346) is a young late-type star with a spectral type of&KVI0 (Reid et al.,
1995; Zuckerman and Song, 2004) at a distance2#.5 pc (Perryman et al., 1997). It is chro-
mospherically active (Mulliss and Bopp, 1994) with promih&UV (e.g. Pounds et al., 1993)
as well as X-ray emission with an X-ray luminosity of k= 3.4 x 10°?W (Hiinsch et al., 1999).
The activity can also be traced in thetHine, which is seen in emission with an equivalent width
between -0.09 and -0.13 nm (Mulliss and Bopp, 1994; Gizid.eP802; Zuckerman and Song,
2004). The detection of the Li 6708A line with an equivalernditv of 40 mA (Zuckerman and
Song, 2004) gives further evidence that HD 160934 is a weligtiyoung star. The youth indi-
cators combined with the 3d space motion led Zuckerman ang £004), Zuckerman et al.
(2004), and Lo6pez-Santiago et al. (2006) to suggest that 6034 might be a member of the
~50 Myr old AB Doradus moving group.

Because of its proximity to the Sun and its young age, HD 18093& good candidate for the
direct detection of substellar, or even planetary mass aniops. McCarthy and Zuckerman
(2004) report that no brown dwarf companion could be founatejected separations larger than
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75A.U. as a result of a near infrared coronagraphic studgiecthout at the Keck observatory.
Using HSTNICMOS in coronagraphic mode, Lowrance et al. (2005) refoet detection of
a possible wide companion to HD 160934 at a projected separat ~8’7 (corresponding to
~210A.U.) and at a position angle s235°. The brightness ¢lierence between the companion
candidate, designated HD 160934 B, and HD 160934 AHs= 9.2 mag. Under the assumption
that HD 160934 B constitutes a physical companion to HD 180B8wrance et al. (2005) derive
a mass estimate ef0.15 My for this companion.

By combining 38 radial velocity measurements, Galvez ef28l06) identified HD 160934 as a
spectroscopic SB1 binary and suggested a period-efd2462318 days, a high eccentricity of
e = 0.8028, and a spectral type of M2-M3V for the spectroscopicamon, so that HD 160934
may be at least a triple system.

HD 160934 was observed with AstraLux at the Calar Alto 2.2 laseope in July 2006, lead-
ing to the discovery of a close companion at a separation2@0 mas. Unresolved BVRIZ
photometry was obtained in September 2006 at MPIA's 70 cestelpe.

8.2 Observations and Data Reduction

8.2.1 Direct Imaging with AstraLux at the Calar Alto 2.2m Tel  escope

All AstraLux observations were carried out in the standasdrument configuration, i.e. with the
Barlow lens in the optical path and a resulting pixel scalé@t mas. The data were uniformly
processed with the November 2006 version of the AstraLurlpip software, using polychro-
matic MTF-filtering at the image selection stage and a twb@dersampling during the Drizzle
process.

Pixel scale and camera rotation angle were determined viilereations of seven fiérent
known binaries. While the RMS of the pixel scale was on thepaf 1% using all stars, the
variations for measurements of the same star were below i pikel scale and® in rotation
angle during one night. The 1% scatter between individwabkstflects the uncertainties of the
ephemerides for these “calibration binaries” and limits élccuracy of the measurements to this
value.

B June 30, 1998 F165M

B July 8, 2006 RG780Q B July 8, 2006 z’

arcsec
arcsec
arcsec

Ny AstralLux N AstralLux By NICMOS

-1.0 -0.5 0.0 0.5 1.0 -1.0 -0.5 0.0 0.5 1.0 -1.0 -0.5 0.0 0.5 1.0
arcsec arcsec arcsec

Figure 8.1. AstraLux I, 2’ and NICMOS F165M images of the binary dispthge a logarithmic
intensity scale. The field of view ig'22”, North is up and East is to the left. The binary
components are clearly detectable in all three bands.
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8.2.2 HST/NICMOS

Observations of HD 160934 with HAYICMOS were obtained on June 30, 1998 (GO 7226, PI
E. Becklin). Since the main aim of the programme was to sdardiint, substellar companions,
the coronagraphic mask in NIC2 was used. Because of thigldse companion to HD 160934
was not detected in the science data (see Lowrance et ah).20(, however, detectable in the
two acquisition frames.

The acquisition frames were obtained with th&65M filter and an integration time of 0.626 s.
For the analysis a pixel scale of 75.10 ripieel was assumed. The FWHM of the PSF was around
2 pixel, corresponding to 150 mas, which is close to tHi#gattion limit of HST at the observing
wavelength. For the second acquisition frame, taken atégshing of a subsequent orbit, the
HST guide star acquisition partially failed, resulting isleghtly trailed PSF. Figure 8.1 shows a
comparison of the AstraLukandZ, and the NICMOS-165M images of the HD 160934 binary,
while Table 8.1 gives the dates and details of the direct ingagbservations.

The analysis of the binary properties is based on the ppetiduced frames and was carried out
by Wolfgang Brandner and Markus Janson. Tiny Tim Version(Bi&t and Hook, 2004) was
used to compute the theoretical PSF. In order to estimateffinet of HST “breathing” (i.e. focus
changes induced by thermal expansion or shrinking of theeaptrain of HST), also slightly
defocused PSFs were calculated and used for the binargfittin

Table 8.1. Direct imaging observing log for HD 160934.

Date Teles¢lnst. Filter ., Seeing
30 June 1998 HSNIC2 F165M 2x 0.626s
8 July 2006  CA 2.2nAstralux I 458
8 July 2006 CA 2.2itAstralux z 4.58

a2 Best 2% of 15000 frames with an individug} = 0.015s

8.2.3 Fitting of Binary Parameters

For both data sets (AstraLux and NICMOS) a binary model waadfito the data in order to
derive binary separation, position angle and brightnete (see Bouy et al., 2003). For the
NICMOS data, only the first acquisition frame was used. Tigh8{ trailed binary PSFs due
to the partial guide star acquisition failure for the secoif8iT orbit resulted in a bias in the
determination of the brightness ratio using a non-trail&¢.P

While for the NICMOS images a theoretical model can servetsence PSF for binary fitting,
this is not feasible for the Lucky Imaging data. Since the BB&pe depends on actual seeing
conditions, it is not possible to accurately predict theote&ical PSF of a single star in the final
results. Neither is there an isolated third star availablthé images, which could have served
as an independent reference. Instead a set of eiffbteit reference PSFs was used, generated
from observations of single stars throughout the same nighe fit results for each PSF were
finally weighted by the residuals after subtraction of theregponding binary model, leading to
the values given in Table 8.2.
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8 Direct Imaging of the Young Spectroscopic Binary HD 160934

Table 8.2. Binary properties

Date separation PA brightn. ratio
(Filter) ] [°]

June, 30 1998 055+ 0.001 2755+0.2 0485 0.006
(F165M)

July, 82006 15+ 0.002 2709+0.3 0329z 0.051
(SDSS2)

8.2.4 Unresolved Photometry

The available photometry of the unresolved system coversviivelength range frotd- to K-
band. Weis (1991, 1993) has published Johnson-Kr8iV RIphotometry.JHK magnitudes are
contained in the 2MASS point source catalogue (Skrutské. £2006).

During the course of the Hipparcos mission, 96 photometeasarements of HD 160934 were
acquired. The lightcurve shows irregular brightness viana with semi-amplitudes of 0.05-
0.1 mag on timescales of the order of a few days. Ground-balsservations by Pandey et al.
(2002) point to a period of 43.2 days, whereas Henry et a@f1published a much shorter value
of 1.84 days with some uncertainties regarding the preseih@donger period.

In addition to the published datdBV(RI)x: andZ all-sky photometry was obtained with MPIA'S
Konigstuhl mountain 70 cm telescope on September 5 and i@bptel 3, 2006. Th&BV(RI)x:
calibration was based on 17 standard stars from Landolt3(19892), distributed over a wide
range of airmasses. For the SD&3neasurements, a set of three primary calibrators from the
SDSS Standard Star Network (Tucker et al., 2001) was useth feéerence field and HD 160934
were observed five times in each filter during the night, witle¢ exposures per filter and point-
ing to enhance the dynamic range. The data allowed to rglidélermine the measurement
errors, to measure the first and second order extinctionah &ler, and to establish the previ-
ously unknown colour transform cfieients of the filter set.

Table 8.3 summarises all available unresolved photometeasurements.

8.3 Physical Properties of the HD 160934 Binary

8.3.1 Common Proper Motion

The proper motion of the unresolved HD 160934 system amaoptg = —31.25+14.43 magyr
andupec = 5944 + 1121 magyr. In the 8 years, which passed between the NICMOS and
AstralLux observations, HD 160934 moved 26015 mas to the West, and 424590 mas to
the North. In the same period, the separation between HD346@9and c increased by only

~ 60 mas, and the position angle decreased-5}(see Table 8.2). This gives strong evidence
that both sources form a physical binary.
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8.3 Physical Properties of the HD 160934 Binary

Table 8.3. Unresolved photometry of HD 160934

Source FiltetColour mag b
Konigstuhl 70cm  V 10.192 + 0.014
Uu-B 0.947 + 0.008
B-V 1.215 + 0.005
V-Rc 0.789 + 0.004
Rc - Ic 0.766 + 0.007
z 8.820 + 0.009
Weis (1991, 1993) V 10.28 + 0.020
Uu-B 0.95 + 0.015
B-V 123 + 0.015
V-R 0.78 =+ 0.015
R-1 0.63 <+ 0.015
2MASS J 7.618 + 0.024
H 6.998 + 0.016
K 6.812 + 0.020
Hipparcos \% 10.29
B-V 1591 + 0.400
V-lc 258 + 091

a8 TheRandl-band photometry of Weis is given in the Kron system. Usirggdhbic transformations
given by Bessell and Weis (1987), the corresponding coliouttte Cousins system ave-R-=0.78
andRc — 1c=0.79.

8.3.2 Photometric Estimates of Masses and Spectral Types

Estimates of the spectral types and components’ massesdesved using thé/ — I colour
index, theV magnitude of the unresolved system, and the SBP@8d F165M magnitude dif-
ferences of the components. These values were compared todtiel predictions of Bafie
et al. (1998) (abbreviated BCAH98 in the following text) fwlar metallicity low-mass stars,
searching for a mass combination best fitting the availaht@gmetry. Coevality of the two
components was assumed throughout the analysis.

Since the published BCAH98 models do not directly predidtand magnitudes, the empirical
colour transforms of Jordi et al. (2006) were applied togfarm from RI)c to SDSSZ. Though
this seems like a rather crude method and calculating agpteg -band magnitudes from model
spectra would be a more precise approach, this method sheutdficient. Since not the’'-
magnitudes are fitted directly, but rather tHemagnitude dierence, the chosen approach is
valid if the components’ spectral types do nafeli too strongly.

A similar approach was taken in the case of BFE55M magnitude diterence. Since the cen-
tres of theF165M andH passbands are nearly identical, anffetionly in width, theF165M
magnitude dference was directly compared to the model predictionsiftwand brightness dif-
ferences.
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8 Direct Imaging of the Young Spectroscopic Binary HD 160934

Table 8.4. HD160934Ac mass estimates for an assumed age of 79 Myr

Component mass [M] Tesf[K] logL/Lo O
A 0.69 4290 -0.83 4.60
o 0.57 3780 -1.23 4.68

The BCAH98 model magnitudes were interpolated on a finer mgads and for each possible
mass combination in the range of 820 Mg the combined/ magnitudeV — I¢ colour index,
and the SDS& andH-band brightness ratios were computed and compared to theuraments
(in the case of th&-band magnitude, the comparison was made to absulatagnitude, based
on the Hipparcos parallax). The residuals were weightetibyrteasurement errors, and the best
fitting mass combination found by iteratively determinimg global minimum of the residuals.
Fitting was performed with models forféérent ages in the range of 30 to 158 Myr. Minimum
residuals were obtained with the BCAH98 model for an age &fly® and the resulting mass es-
timates are given in Table 8.4, together with tlfieetive temperatures, luminosities, and surface
gravity from BCAH98. Figure 8.2 shows three example j8yplots for model ages of 50, 79,
and 100 Myr. For all three models there is a distinct globalimum of they?, but the resulting
component masses obviously depend on the model age.

Using the unresolve®/-magnitude, one derives a distance module of M281 mag, corre-
sponding to a distance oE=36.5 pc and a parallax of = 27.4 mas. Compared with the directly
measured Hipparcos parallax of 40£42.06 mas, this deviates by #.10f course, since the
Hipparcos parallax and its error were used in the fitting @ssc this photometric distance esti-
mate is not an independent measurement and somewhat cireldavever, the derived values
still constitute a set of physical parameters compatiblebtservations within the measurement
errors.
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Figure 8.2. 2d plots of they? fit residuals for component masses between 0.4 and §.ain

three dfferent BCAH98 model ages. Please note the logarithmic sgalitthey?.

It should be noted that using the BCAH98 models for 50 Myr Itesim nearly equally small
residuals as obtained with the 79 Myr models. For the youngmtel, the components’ masses
would be 0.64 and 0.77 i, respectively. The error of the mass estimates shouldftreree
assumed to be of the order of 0.1M It should also be noted that thé magnitudes of the
BCAH98 models are known to be be rather inaccurate for vemhass stars (e.g. Allard et al.,

1997), and that this may to some extent still be the case i.th®l, regime.
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8.3 Physical Properties of the HD 160934 Binary

As a final crosscheck, the combinddH andK magnitudes of the unresolved binary as predicted
by the BCAH98 models were compared to the 2MASS measurergares in Table 8.3. The
model magnitudes (using=86.5pc) areJ=7.59,H=6.99, andK=6.86 mag, which corresponds
to a maximum deviation of 2¢dor 0.048 mag irK-band.

The derived values allow a tentative spectral typing of e tcomponents, suggesting a combi-
nation of a K5 and an MO star. This is in good agreement wittpthi@ished spectral types of the
unresolved binary (Reid et al., 1995; Zuckerman and Sor@4 )20

8.3.3 Orbital Parameters and Comparison to RV Data

Radial velocity (RV) measurements of HD 160934 exist forybars 1995-2004. Gélvez et al.
(2006) published an RV curve based on 38 measurementsuallgiéading to the classification
of HD 160934 as an SB1 spectroscopic binary with an RV angsitaf K~7.2kms?t. They
deduced a period ofF6246.2318 days and an eccentricity ef0e8028, and derived a spectral
type of M2—-M3V for the companion based on their mass estimate

However, the observations cover less than one orbit andehanly one minimum of the radial
velocity. In addition, the phase coverage is relativelyrspavith only a single measurement for
phases 0.2-0.9, so the given orbital parameters shouldrizdeoed as preliminary. While the
available data allows to conclude that the orbit is rel&gieecentric, it is this high eccentricity
that makes period estimates without better coverage othRY¥ curve unreliable.

Between the HST and AstraLux observations, the change jeqienl separation and position
angle was 65 mas and 4,Gespectively. Two scenarios are possible: either theairperiod is
considerably larger than the 8 years timffatience between the observations, or it is an integer
fraction of it (including~ 8 years as one possibility). The spectroscopically deteethperiod of
P~17.1yris — at first sight — incompatible with this, since itwa predict a diference in position
angle of nearly 180or the direct imaging observations. A possible solutiothie contradiction
could be that HD 160934 is in fact a quadruple system (inolgidihe possible widely separated
B component), and that the directly imaged companion is aentical with the spectroscopic
detection.

20 driginal solution ‘

Alternative fit HD 160934 .

Figure 8.3. Radial
o -25¢ 1 velocity measurements
£ of HD160934. The
N RV values were ex-
§ -30 | ] tracted from Galvez
] ; et al. (2006), and the
g long-period fit uses
g 357 j@ | T the published period.
\1 The dashed line is the
i3 proposed  alternative

40 ¢ ¥ ] short-period solution.

1985 1990 1995 2000 2005 2010 2015
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8 Direct Imaging of the Young Spectroscopic Binary HD 160934

The radial velocity curve in Galvez et al. (2006) is plotteghiast the orbital phase, but it is
possible to reverse-engineer the plot to convert from phasdsolute time. This data can cer-
tainly not be used for a thorough quantitative analysis;esihis not based on numbers, but just
on plotted points in a printed diagram. Nevertheless, dvadl to test alternative orbital peri-
ods. Figure 8.3 shows the published measurements togettteRW curves for two possible
orbital solutions. The long-period fit (in red) is based oa geriod and eccentricity given by
Galvez et al. (2006), while the short-periodic solutionresponds to an alternative orbit with
P=3255 days and=€0.66. If this was the true orbit, the spectroscopic and tuetection would
probably refer to the same companion.

If one assumes the shorter period ef355 days, and uses the mass estimates¢f0M69 and
M2=0.57 My above, then the corresponding semimajor axis would-Be%A.U. or @12 at a
distance of 36.5pc. With an eccentricity ef@66, this results in a maximum possible separation
between the two components &f#.5A.U. or @21, which is close to the July 2006 AstraLux
measurement. Further RV measurements and resolved imiaging next 2-3 years will allow

to pin down the true orbit and to sort out the period ambiguity

8.4 Conclusions

By combining pre-discovery HST archive data, AstraLux hagigular resolution astrometry
and unresolved photometry, it was possible to derive madsspactral type estimates for the
HD 160934 system. These estimates are compatible with almees2MASS photometry, Hip-
parcos distance measurements, and existing age estimatd®f160934 and the AB Doradus
young moving group. It is proposed that the directly imagechganion is identical with the
companion discovered by radial velocity measurementstlatidhe orbital period is:8.5 years,
about half the value of Galvez et al. (2006).

Further high angular resolution observations and radidcity measurements in the next 2-
3years will allow to confirm or negate this suggestion. In plositive case, the combination
of RV measurements and astrometry will allow to compute bsktl of orbital parameters, and
to derive precise component masses. The knowledge of tlievalbenable the reanalysis of
the Hipparcos measurements, resulting in much smallersefon the parallax, distance, and
distance module. In return, this will make the HD 160934 eyst valuable calibrator for pre-
main-sequence stellar models.
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Chapter

Conclusions & Outlook

Within less than one year it was possible to design, build, @maracterise a Lucky Imaging
instrument for the Calar Alto 2.2 m telescope. Beyond evalnaof the observing technique
and data reduction strategies, scientific observation®létk first refereed publication only five
months after first light.

Summary of the Instrument’s Key Features

AstralLux provides nearly diraction limited imaging with Strehl ratios of up to 25% at an2-
class telescope in theband. At the moment, no other instrument at Calar Alto isabdg of
such image quality in this wavelength range.

The reference object necessary for image selection can Bairasas |=15.5mag. This is
~1.5mag fainter than the typical limit for adaptive opticdlwnatural guide stars, aned mag
fainter than the requirements for speckle imaging — the otter ground-based technique that

is available for difraction limited imaging in the visible wavelength range.

At angular separations larger thah, 2Zainter companions to the reference star can be detected at
magnitude dferences of up to 8 mag.

While the reference star may not only be fainter than for othigh resolution imaging tech-
niques, Lucky Imaging allows at the same time large ang@paations between science target
and reference. The isoplanatic angle has found te4f®arcsec irl-band. Only adaptive optics
systems with laser guide stars are able to outperform Lutlaging in terms of sky coverage.

It is true that the image selection process of the Lucky Imggnethod “throws away” photons.
But: the Strehl ratio in an image that is based on a 5% sefeiitypically ten times higher than
in a seeing limited image that contains all accumulatedgi®tThis corresponds to an improve-
ment of the signal-to-noise ratio of point sources by a factd0-20, almost compensating the
loss in dfective integration time. This is not true for extended searavhere an increase of the
Strehl ratio and image resolution will not improve the sigimanoise ratio.

Of course, observing with an adaptive optics system allouse 100% of the signal, hence the
same results can be achieved in less time. But still, thisllig possible in the near infrared and
with brighter reference objects.
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9 Conclusions& Outlook

Apart from performance issues, Lucky Imaging requires mesh instrumentalftort and de-
velopment time than adaptive optics, at a fraction of thescosn instrument like AstraLux can
be deployed at virtually any telescope in the3in class on timescales of months. The proposal
pressure on such medium sized telescopes has steadilyagedrever the past years. The instal-
lation of simple and costfiective, yet novel and innovative instruments like Astralooxld be

an appealing alternative to decommissioning.

With the recent partial failure of the Hubble Space Telestpdvanced Camera for Surveys,
high resolution imaging at visible wavelengths from spaese hifered a major setback. In
the long term no replacement can be expected, since HSTéessmr, the James Webb Space
Telescope (JWST), will be equipped with instruments ingigergo wavelengthsc1 um. Besides
this, one minute of observing time with JWST will be at leastexpensive as an entire night
at the Calar Alto 2.2 m telescope, and the pressure on JWSanoihg time will certainly be
several times higher.

The straightforward observing technique leads to very kovarheads at the telescope. Since
the observer can see the reference object on a live displggttacquisition can be accomplished
in typically 1-2 minutes. This allows to complete e.g. a binarity survey rgn@0 stars in only
one night.

The simple design of AstraLux provides a high degree of btabAt the moment, the astrometric
accuracy is limited by the available calibrators and nothzyihstrument itself.

AstralLux dfers astrometry with a precision better than 5mas over thdidéld of view. It is
ideally suited for the astrometric follow-up of binary staproviding valuable information for
orbit calculation and refinement.

Astralux is not limited to Lucky Imaging. Depending on thesfgrences of the observer, the
data can be analysed with conventional speckle imagingitigts as well.

What is more, AstralLux is not restricted to high resolutiomaging at all. Its single photon
detection capability at frame rates of up to several hunéttedz makes it a perfect instrument
for high speed photometry.

Outlook and Further Developments

In ten nights of observing time, more than 15@&elient targets have been observed at various
wavelengths with AstraLux so far. Observations of the tHezgest samples — young nearby
stars in moving groups, T Tauri binaries, and nearby M dwatigave resulted in a large amount
of image data, not fully reduced yet. Besides additionaloasttry of known binaries, these
observations have resulted in the discovery of severahfiatdow-mass companions.

High speed photometry of the Crab pulsar with precise tiramptng of the individual frames
has been performed in January 2007. The preliminary asabfsihe results has shown that
Astral.ux is able to reconstruct the optical pulse profilehwdgttime resolution of 100s. The
timing accuracyis by five orders of magnitude better: thefdrence between the ephemeris
prediction of the pulsar period and the AstraLux measuranseonly 0.4 ns at a period length
of ~34ms. The acquired data will allow to measure the absolate of arrival of the optical
emission in four photometric bands, and to determine thie+tagtical delay and its dependency
on wavelength.

Observations of special targets like binary asteroids, Flstars, microquasars, and X-ray bi-
naries have been performed in collaboration with resessain@& only at MPIA. This has raised
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considerable interest in the instrument among astronomerking in various fields at dierent
institutes.

While AstralLux has reached a certain standard of data guéliture developments might im-
prove its performance. The pipeline software is certaimyap of the to-do list. Minor improve-
ments will add more stability to the online version and spegdmage reconstruction. Several
ideas concerning optimisation in the photon counting liang awaiting realisation and are ex-
pected to shift detection limits to fainter magnitudes.

The instrument hardware might be modified as wellffé&ent Barlow lens assemblies would
allow changes of pixel scale and field of view. The home-madmg electronicgiLux could be
replaced by a commercial version with improved functidagalAn ambitious goal would be the
implementation of a time-resolved polarimetric mode, ayvateresting option for further ob-
servations of the Crab pulsar. For purely photometric aptibns, AstraLux could be mounted
at the 3.5 m telescope, allowing to observe fainter sourcés achieve higher time resolution at
the same signal level.

Ideas for the future of Lucky Imaging at Calar Alto do not sadpmprovements of the existing
instrument. The large isoplanatic angle would in princiglew to build a Lucky Imaging in-
strument with a larger field of view, two or three times the &%ac of AstralLux.

Future developments in the EMCCD sector might provide u$ wiise-free detectors in the
1-2um wavelength range. A-band near-infrared version of AstraLux at the 3.5m telpsco
could provide the same Lucky Imaging performance as thesntiinstrument in thé-band.
This would close the gap in wavelength range towardsHhand K-band where adaptive optics
has its strengths.

From July 2007 on, AstraLux will beftered to the astronomical community as a regular Calar
Alto instrument. Several astronomers have expresseditfteittion to apply for observing time
or already submitted their proposals. This gives me somédsrce that the results of the past
year’s déforts may have a small but lasting impact on astronomicakrebeat Calar Alto. In this
context, it is a more than adequate coincidence that thdideddr observing proposals will be
on the same day as the submission of this thesis.
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Chapter

The 70 cm telescope pointing model

The pointing accuracy of the MPIA 70 cm telescope is typjcalh the order of 1620". While
this is suficient to reliably acquire targets with the 2&k CCD which is usually mounted, the
small field of view of the DVC camera used in the first Lucky Inmagtests made it necessary
to bring down this pointing error considerably. In the ceuds this thesis an analytic pointing
model was applied, reducing the pointing residuals to walthly 1. This model can be accessed
through a graphical user interface and is still in use formadroperations at the telescope today
(see Figure A.1).

In principle, pointing models can follow two flierent approaches. Without any knowledge of
the pointing error sources, it is possible to fit a high-onl@ynomial to the dierences between
apparent coordinates and the positions where the telesgapgointed to. This method can
work remarkably well, but requires a large amount of catibradata to allow a stable fit.

A more sophisticated approach is to use an analytic modbkedieiescope mechanics and optics,
e.g. to consider flexures, misalignments of the telescople respect to the celestial pole, or
misalignments of optical and mechanical axes.

The model adopted for the 70 cm telescope is fully analytd lamavily based on the work of
Buie (2003), who developed a simplified set of model equatioesed on Spillar et al. (1993).
The actual terms considered for the MPIA telescope are:

Zero-point dfsets in declination and hour angle
Non-orthogonality of polar axis and declination axis
Misalignment of optical and mechanical axes

Tube flexure

Angular separation between instrumental and celestia pol
Angle between true meridian and line of true and instrumeukes
Bending of the declination axis

In principle, one can also fit non-linearities of the hour langorm-gear, but this was omitted
here. Buie (2003) shows how the above terms can be expregsaddt of linear equations,
relating the diferences between true and intended pointing to a set of eigiéelhcodficients.

In early January 2006, a total of 65 calibration images witifarm distribution on the sky
were obtained. For each image the sidereal time and thetglesoordinates as displayed by
the telescope control system were recorded. All images ast®metrically solved with the
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A The 70 cm telescope pointing model
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Figure A.1. The pointing model GUI of the
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70cm telescope. The user enters astrometri
J2000.0 catalogue coordinates and reagstbe
final position where the telescope has to be

Corrected display coordinates: ‘

RA: 0512349
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pointed. The apparent elevation and azimuth o

the object as well as the fiitirence between cor-
rected and uncorrected position are displayed
In the bottom part of the interface, the user car

change the atmospheric parameters used for re

fraction correction. Additional constantfgets
can be introduced to compensate for drifts of the

coordinate zeropoints.

Bzimut: 111.7 deg Elevation: 45,1 deg
Total On-sky correction? 6.8 arcesc
‘ fAdditional offsets in sec / arcsec: ‘
RA: 135 DEC: Do
‘ Atmospheric parameters: ‘
Temperature deglz HEN) Pressure hPa: 1013,0
Humidity #& 150.0 Wavelength rm: ! BS0,

UCAC-2 catalogue to obtain the actual plate centres withaabecond precision. The model
codficients were then determined by a least-squares fit. It shoeildoted that the fit is not
made to the dferences between telescope coordinates andistremetri¢ but the apparent
coordinates of the plate centre. These include correctiorgto precession, nutation, aberration

and refraction.

Table A.1 compares the pointing performance before and afgication of the pointing model.
The pointing residuals were greatly reduced, and obsenstivith small fields of view at the
70 cm telescope were enabled without the cost of additi@mgét acquisition overheads.

Table A.1. Pointing accuracy without Pre-Fit Post-Fit
and with pointing correction. Applying ¢ o ¢ o
the described model reduces the RMS byRMS 338 37’8 405 361
a factor of %100 in right ascensiona) Worst 904 11217 10’18 878
and~10 in declination §). Best %33 988 0/23 (@04

Peak-to-peak 1038 133’
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Chapter

Filters

This chapter provides a consistent overview of all optid&rs used during AstralLux observa-
tions and Lucky Imaging tests with the conventional CCD . @bwual filter composition, phys-
ical thickness, centre wavelength and bandwidth are givdre external transmission curve is
reproduced in its original form as well as after convolutiith the camera’s quantuntfiziency
and the transmission profile of a 1.3 airmass model atmospMirror coating reflectivity is not
included in these plots. All filter curves are accessiblel@tteonic form within the AstralLux
data reduction environment.

B.1 Filters for Observations with a Conventional CCD

Effective wavelengths and théfective FWHM of the filter bandpass refer to the combination
with the DVC camera used for the Lucky Imaging tests at the MR) cm telescope. The filter
transmission curves are based on own measurements.

Table B.1. Properties of the conventional CCD observation filters. M/hien and FWHM refer
to the external filter transmissiofgr and FWHMy include the atmospheric transmission profile
and the camera quantunfeiency.

Filter name Composition hen FWHM Aeg  FWHMgg
[om]  [npm]  [nm]  [nm]

R OG550/ 3mm+ CalflexX/1mm 641 162 656 116

I RG 780/ 3mm —— —— 864 123

B.2 AstraLux Filters

Effective wavelengths and thé&ective FWHM of the filter bandpass now refer to the convolutio
with the AstraLux camera’s quantunffieiency curve. Please note that the SDXSfdter will be
replaced by an interference filter with improved throughipotn May 2007 on. A new SDSB
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B Filters

Filters for the DVC camera at the MPIA 70cm telescope
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Figure B.1. Transmission curves of the filters used for observationis thiid DVC camera at the
MPIA 70 cm telescope. The solid lines represent the extéittealtransmission, the dashed lines
include atmospheric transmission and the CCD’s quantginiency.

interference filter will be available at the same time. Thefidata will be available at the
telescope and on the the AstralL.ux webpages

AstraLux narrowband filters
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Figure B.2. Transmission curves of the narrowband filters used withaAstx. The solid lines

represent the external filter transmission, the dashedlinelude atmospheric transmission and
the CCD’s quantumjgciency.

Ihttp://www.mpia.de/ASTRALUX
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B.2 Astralux Filters

Table B.2. Properties of filters used during AstraLux observations.il&e,and FWHM refer
to the external filter transmissiofgr and FWHMy include the atmospheric transmission profile
and the camera quantungiency.

Filter name  Composition Acen FWHM Aet FWHMg Refl
[hm]  [nm]  [nm] [nm]
GG 385 GG 383 3mm - - 667 474 D
OG550 OG550 3mm —— —— 734 335 M
RG610 RG 6103 mm - - 768 280 D
RG9 RG 9 3mm 888 314 834 168 M
RG 1000 RG 10003 mm —— —— 982 127 M
Ha-SlI Interference 2.2 mm 664 27 664 27 C
CADIS-815 Interference 5mm 815 21 815 21 C
B BG37/1mm+ BG39/2mm 466 87 474 87 C
\Y/ BG39/2mm+ GG 495/ 1 mm 546 108 547 108 C
R OG570/2mm+ Calflex X/ 1 mm 645 147 644 147 C
I RG 780/ 3mm —— —— 873 150 C
SDSS 7 RG 830 3mm - - 911 100 M
Filter curve references:
C: Calar Alto filter database,
available online ahttp://www.caha.es/CAHA/Instruments/filterlist.html
D: Manufacturer datasheet
M: Measurement at MPIA
Astralux longpass filters
Gésss ' oessb RG610 ' ' 'Reg ' RG1000
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Figure B.3. Transmission curves of the single-layer longpass filteesldsr AstralLux observa-

tions. The solid lines represent the external filter trarssian, the dashed lines include atmo-
spheric transmission and the CCD’s quantugficeency.
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B Filters

AstraLux photometric filters
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Figure B.4. Transmission curves of the photometric filters used withalAstk. The solid lines

represent the external filter transmission, the dashedlinelude atmospheric transmission and
the CCD’s quantumjgciency.
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Chapter

Measuring CCD Analogue Gain and
Readout Noise

For comprehensive overviews of the various methods availds CCD characterisation and
testing, the interested reader is referred to e.g. How80@® or Berry and Burnell (2005). This
chapter describes only the algorithms that were actualyl der gain and noise measurements
of the AstraLux camera.

C.1 Readout Noise

For the readout noise measurements, bias frames were eg¢@iiunity electron gain to avoid
contamination by dark current and CIC events. Using a pdirad framed; andBs,, the readout
NOISE0readoutin ADU is given by:
0B;-B
Oreadout = \l/é 2,

(C.1)

whereog,_g, is the standard deviation of thefiéirence image of the two bias frames. This
method delivers the pure readout noise without any coritabudrom bias structure or bias gra-

dients, as it would be the case if the standard deviation dfiglesimage was calculated. The

measurements given in this work are based on typicaly4BObias frame pairs per camera set-
ting.

C.2 Analogue Gain

Measurements of the analogue gain are based on classicalsigeal versus variance plots. The
chosen method accounts for flatfieltleets of the CCD and intensity variations of the calibration
lightsource, removing any non-linear terms from the nfeanance relation. Two flatfield images
F1 andF, are obtained at 120 different intensity levels, plus a high SNR master bias fr@me
The second flatfield image is normalised to the illuminatievel of the first by calculating the
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ratio between the mean signal of both frames:

F-B)

=, (C.Z)
FF"-B)

F2 = (F; - B)

The subtraction of the normalised and bias corrected imfageseach other removes any flatfield
structure, and the result is used to compute the variance:

2

The mean intensity ofF®" — B) is plotted against this variance, and the slope of a lineérén
delivers the conversion factor in/&ADU.
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Chapter

uLux - GPS based High Precision
Timing

The uLux system is a GPS based high precision time-stamping addroAstraLux. The start
times of individual images can be recorded with sub-miarosd accuracy with respect to the
UTC frame at acquisition rates of up to 1000 Hz. The followsegtions are a short status report
on the interesting domain of high speed photometry withasix.

D.1 Hardware

The actual design was driven by availability and cost carsitions for the individual compo-
nents. While commercial solutions for time-stamping agilons are available for typically
several thousand Eurglux had to be built for less than 1000 Euro as it was a privateloe-
ment of the author.

Figure D.2 shows the block layout pEux. The heart of the system is a commercial GPS receiver
board, model Jupiter 12 from Navman Ltd., UK. Upon recepbbat least four GPS satellites,
this module delivers a stable 1 Hz and 10 kHz signal, aligmeelach other and with respect to
the UTC second with an accuracy better than 50 ns. For thig,amexternal GPS antenna and
a very stable power supply are necessary.

The 10 kHz signal is used to stabilise the frequency of aniaedriL0 MHz crystal oscillator via a
standard PLL circuit, consisting of phase detector, 1:1f@6€fuency divider, and control voltage
generator. This 10 MHz signal is connected to the input ofreclssgonous 24 bit counter, which
is reset at every full UTC second by the 1 Hz signal of the GP8ule At any given moment,
the counter’s value will be the fraction of UTC second, daddby the clock period of 100 ns.
An external signal, in this case the TTL “fire pulse” from theera, which is issued each time
a new frame is acquired, causes the counter value to be thictwethree 8 bit registers. At the
same time, this signal indicates the system'’s control cdenpthat new timing information is
available.

The control computer, a “Foxboard LX” from ACME systems,l\itds an embedded Linux
system. It provides variougQ lines, up to four serial ports, two USB ports, and a 100 MBit
Ethernet interface. It establishes the connection betweercounter hardware and the world
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outside and runs a simple command line software to read anel tte acquisition start times.

An 8-channel AD converter with 12 bit resolution is interfaced to the Linb@ard, allowing
monitoring of the various supply voltages, the PLL contratages and the crystal oven current.
This provides full information about the system health drelRLL lock status.

The frame exposure start signal (the “fire” signal) is noedity connected to the Linux system,
but first aligned with the 10 MHz master clock and shortened palse length of 50 ns to avoid
latch-up conditions or runt pulses in the subsequent stafyitsr that it is fed into the “trigger
board”. This simple flip-flop circuit is used to latch the stsignal, and to indicate overflow
conditions if a second exposure was started before theataamputer was able to read out the
timing information of the last one. This board also providesoutput that can be used to trigger
individual exposures or to start a free-running exposunesehence the name trigger board.

The complete system, shown in Figure D.1, fits into a 19 inebtednics subrack, which can be
mounted in the AstraLux computer rack at the 2.2 m telescopencell. A low loss antenna

cable with 50 m total length is used to connect a cheap plantdioor antenna, of the same type
as the antennas used for car navigation. The antenna is etbantthe dome’s catwalk, at ap-
proximately 5m distance from the dome itself. During thet fiests in January 2007, this setup
allowed to reliably acquire at least seven satellites watbdysignal strength during the whole run.

Figure D.1. Top: close-up of theiLux system.Bottom: AstraLux anduLux at the Calar Alto
2.2 m telescope. For the January 2007 run, an additional imgigd been attached to thestru-
mentenansatz tb test if the tracking performance of the telescope can Ipedued.
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D ulLux - GPS based High Precision Timing

D.2 Software

A cross-platform development kit allows to write softwace the FoxBoard on any Linux PC.
The compiled binary files are simply copied via FTP or SFTR&target system.

TheuLux software is at the moment restricted to a single commamedutility. This program is
invoked with the number of frames that will be acquired bydhmera and a name for the logfile
to be generated. Before any frames are acquired,lthe software will synchronise itself with
the UTC second pulses of the GPS system and obtain the fudl éind date information by
decoding the binary data received from the GPS serial pdter Aynchronisation, the software
waits for the next full UTC second to issue a start signal ki@ttigger board. This signal starts
the free-running time-series acquisition of the Astral armera.

Each time the trigger board indicates the start of a new fraingesoftware reads out the counter
value, i.e. determines the precise start time of the framd, shores this information to the
control computer’'s RAM. It is checked and recorded if thgdér board has indicated an overrun
condition.

Upon completion of the time series, all frame start timesvargen to the RAM file system,
ready for retrieval via FTP or SFTP. A system health logdfileresated, containing system voltage
levels and GPS status information for a timespan of 10s. Blethcan be processed with own
IDL programs, allowing to assess the quality of the timinfpimation and to check for any
anomalies.

D.3 Measurements and Observations

D.3.1 Performance Verification

BeforeuLux was deployed at the telescope, laboratory tests werunted to assess the reliabil-
ity and accuracy of the system. A second GPS receiver, basadNavman Ltd. Jupiter Pico T
module was used to generate trigger signals with precisebyhk frequencies. With a typical
timing RMS of less than 30 ns, this module is better than theused inilLux, and will actually
replace it in the near future. Up to 700000 time measurenwdntgger signals with frequencies
between 10 Hz and 1000 Hz, generated with the Pico T modules aeguired wittuLux. This

is the maximum number of events for which the time informatiids into the memory of the
FoxBoard. In no case theftirence between any two trigger signals in these serigsreli by
more than 100 ns from the predicted value. This is the pegBadth of the counter clock, and
hence the expected measurement jitter. The statisticabanemt of the measurement error can
hence be assumed to be less tham$.1including all delays in the electronics between signal
input and counter module, the systematic delays are estihas=300 ns. This results in a total
timing accuracy ok 0.5us.

Tests with the AstraLux camera as source of the trigger puisecaled that the frame rate as
predicted by the camera software caffati by up to 0.5% from its actual value. The frame
rate shows high stability, though, with quasi-periodiciatons of the order of 10 ppm on scales
of minutes. They are probably related to temperature ctairgthe camera control computer
housing, causing drifts of the camera control board’s magdtek frequency. The periodicity
most likely reflects the behaviour of the thermostat regudgtihe speed of the computer’s fan.
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D.3 Measurements and Observations

D.3.2 Observations of the Crab Pulsar

The Crab pulsar, PSR J0582200, has a period ¢¢34 ms at an average optical magnitude of
V=16 mag. Time-resolved observations of its pulse profile véeen as an optimal test case
for AstraLux &pLux, making full use of the camera’s single photon detectapability and the
timing system'’s accuracy.

In January 2007, several millions of short exposure framiésimtegration times between pH@
and 2ms were acquired in thg V, R, andl filter, as well as unfiltered. Though this data is
not in the slightest reduced yet, early on-site analyseg lpagven that the instrument is able
to reconstruct the pulse profile and to reliably reprodueepthisar period as predicted by radio
observations. The data will ultimately allow measuremaitthe radio-optical delay and its
dependency on wavelength. Figure D.3 shows the reconsttyalse profile, generated from
700000V-band images with 1.6 ms single frame exposure time. The emiaghe top right
corner shows the pulsar at maximum brightness and a nearbgpatheast of it.

Before this profile could be reconstructed, the pulsar peincluding corrections due to pulsar
spindown and Dopplerfiects from earth rotation and earth’s orbital motion had tddtermined

to group the single images into phase bins. Instead of usthgaretical prediction, the period
was measured in the optical data itself by using a phaserdispaninimisation (PDM) technique
after a first guess of the period by FFT analysis.

The adopted period length was 0.0335997P6° s. The radio-based theoretical prediction for
the time and location of this observation was kindly comgutg Michael Kramer of Jodrell
Bank’s pulsar group: 0.03359972563 s. Th&atence between the two values is only 0.4 ns,
well within the error bar estimated from the PDM algorithmhi§ corresponds to a relative
accuracy of 107, or a phase error c#1° for the full 33600 pulsar periods that were covered by
the data set used in this example. This result impressiwjirens thatuLux performs well and
might provide a valuable extension of AstraLux’s capaibiit

Figure D.3. The V-band
pulse profile of the Crab
pulsar, as seen byulLux
and AstraLux. The recon-
structed profile is based on
700000 images with a sin-
gle frame exposure time of
1.6 ms. The inset shows the
pulsar at maximum bright-
ness. In long-exposure im-
ages, the star to the north-
east would appear consid-
erably brighter than the
pulsar.

2000 -
[ -
1500~
: Crab pulsar pulse profile

1000 N Period: 33.599726ms

Flux (arbitrary units)
T + AT
H 4

500 —

F
+
N
N
.
+
N
.
.
N
N
N
N
M
+
N
N
¥
i
5

o

30 o0
Phase / degree

123



D ulLux - GPS based High Precision Timing

124



Bibliography

Aime, C., Borgnino, J., Martin, F., Petrov, R. and Ricort,(E286), “Contribution to the space-
time study of stellar speckle patterngQSA Vol. 3, pp. 1001-1009.

Allard, F., Hauschildt, P. H., Alexander, D. R. and Stardije$. (1997), “Model Atmospheres of
Very Low Mass Stars and Brown DwarfsARA&A, Vol. 35, pp. 137-177.

Arsenault, R., Salmon, D. A., Kerr, J. M., Rigaut, F. J., Cptom, D. and Grundmann, W. A.
(1994), PUEO: the Canada-France-Hawaii Telescope adapfitics bonnette I. system de-
scription,in M. A. Ealey and F. Merkle, eds, ‘Proc. SPIE Vol. 2201, Adaptptics in As-
tronomy’, pp. 833-842.

Avila, G., Rupprecht, G. and Beckers, J. M. (1997), Atmosighdispersion correction for the
FORS Focal Reducers at the ESO VITA. L. Ardeberg, ed., ‘Proc. SPIE Vol. 2871, Optical
Telescopes of Today and Tomorrow’, pp. 1135-1143.

Avila, R., Vernin, J. and Cuevas, S. (1998), “Turbulencefilr® with Generalized SCIDAR at
San Pedro Martir Observatory and Isoplanatism Stud&3P, Vol. 110, pp. 1106-1116.

Baldwin, J. E., Tubbs, R. N., Cox, G. C., Mackay, C. D., Wilséh W. and Andersen, M. I.
(2001), “Diffraction-limited 800 nm imaging with the 2.56 m Nordic Optitalescope” A&A,
\ol. 368, pp. L1-L4.

Bardte, I., Chabrier, G., Allard, F. and Hauschildt, P. H. (1998yolutionary models for so-
lar metallicity low-mass stars: mass-magnitude relatiggssand color-magnitude diagrams”,
AG&A, Vol. 337, pp. 403-412.

Basden, A. G., Haffii, C. A. and Mackay, C. D. (2003), “Photon counting strategiih low-
light-level CCDs”,MNRAS Vol. 345, pp. 985-991.

Behrend, R., Bernasconi, L., Roy, R., Klotz, A., Colas, Futckini, P., Aoun, R., Auguste-
sen, K., Barbotin, E., Berger, N., Berrouachdi, H., Broch&., Cazenave, A., Cavadore, C.,
Coloma, J., Cotrez, V., Deconihout, S., Demeautis, C., @alsJ., Dubos, G., Durkee, R.,
Frappa, E., Hormuth, F., ltkonen, T., Jacques, C., Kurtzel &ffont, A., Lavayssiére, M.,
Lecacheux, J., Leroy, A., Manzini, F., Masi, G., Matter, Michelsen, R., Nomen, J., Oksa-
nen, A., Paakkonen, P., Peyrot, A., Pimentel, E., Pray, bn&, C., Sanchez, S., Sonnenberg,
K., Sposetti, S., Starkey, D., Stoss, R., Teng, J.-P., \ign®l. and Waelchli, N. (2006), “Four
new binary minor planets: (854) Frostia, (1089) Tama, (J&®na, (4492) DebussyA&A,
\ol. 446, pp. 1177-1184.

125



Bibliography

Benner, L. A. M., Nolan, M. C., Ostro, S. J., Giorgini, J. Dra®, D. P., Harris, A. W., Magri, C.
and Margot, J.-L. (2006), “Near-Earth Asteroid 2005 CR3Zd& images and photometry of
a candidate contact binaryigarus Vol. 182, pp. 474-481.

Berkefeld, T., Glindemann, A. and Hippler, S. (2001), “Mu@onjugate Adaptive Optics with
Two Deformable Mirrors - Requirements and Performané&fy. Astron.\Vol. 11, pp. 1-21.

Berry, R. and Burnell, J. (2005J;he Hanbdbook of Astronomical Image Processijlmann-
Bell.

Bessell, M. S. and Weis, E. W. (1987), “The Cousins and Kror $§&tems”,PASR Vol. 99,
pp. 642—-644.

Beuzit, J.-L., Ségransan, D., Forveille, T., Udry, S., Ds#fe, X., Mayor, M., Perrier, C., Hain-
aut, M.-C., Roddier, C., Roddier, F. and Martin, E. L. (2Q08ew neighbours. Ill. 21 new
companions to nearby dwarfs, discovered with adaptiveshth&A, Vol. 425, pp. 997-1008.

Born, M. (1999),Principles of optics: 7th (expanded) editicBambridge University Press.

Bouy, H., Brandner, W., Martin, E. L., Delfosse, X., Allafl and Basri, G. (2003), “Multiplicity
of Nearby Free-Floating Ultracool Dwarfs: A Hubble Spacée$eope WFPC2 Search for
Companions”AJ, Vol. 126, pp. 1526-1554.

Brandner, W. and Kasper, M. E., eds (2005¢jence with Adaptive Optics, Proceedings of the
ESO Workshop Held at Garching, Germany, 16-19 Septembe&; Zpbdinger.

Buie, M. W. (2003), ‘General Analytical Telescope Pointingodel’, available at
httpy/www.lowell.edyusergbuig’ idl/downloadgoointingpointing.pdf.

Butler, D. J., Hippler, S., Egner, S., Xu, W. and Bahr, J. @00Broadband, Static Wave-
Front Generation: Na-Ag lon-Exchange Phase Screens aadcbge Emulation’Appl. Opt,
Vol. 43, pp. 2813-2823.

Carbillet, M., Vérinaud, C., Femenia, B., Riccardi, A. andiFAL. (2005), “Modelling astronom-
ical adaptive optics - I. The software package CAOBNRAS \Vol. 356, pp. 1263-1275.

Christou, J. C. (1991), “Image quality, tip-tilt correatioand shift-and-add infrared imaging”,
PASR \ol. 103, pp. 1040-1048.

Ciddor, P. E. (1996), “Refractive index of air: new equasidar the visible and near infrared”,
Appl. Opt, Vol. 35, pp. 1566.

Close, L. M. and McCarthy, Jr., D. W. (1994), “High-resotutimaging with a tip-tilt Cassegrain
secondary”PASR Vol. 106, pp. 77-86.

Cohen, R. L., Guhathakurta, P., Yanny, B., Schneider, DnéBahcall, J. N. (1997), “Globular
Cluster Photometry with the Hubble Space Telescope.V]R&F Observations of the Stellar
Populations in the Core of M13 (NGC 6205),), Vol. 113, pp. 669—681.

Daigle, O., Gach, J.-L., Guillaume, C., Carignan, C., Bal&. and Boisin, O. (2004), L3CCD
results in pure photon-counting modae,J. D. Garnett and J. W. Beletic, eds, ‘Optical and
Infrared Detectors for Astronomy. Proceedings of the SRtlyme 5499’, pp. 219-227.

Dainty, J. C., Hennings, D. R. and Odonnell, K. A. (1981), &8@-time correlation of stellar
speckle patterns’'JOSA Vol. 71, pp. 490-492.

Douglass, G. G., Hindsley, R. B. and Worley, C. E. (1997),e8¢e Interferometry at the US
Naval Observatory. 1.”ApJS Vol. 111, pp. 289.

Ducourant, C., Teixeira, R., Périé, J. P., Lecampion, JGhibert, J. and Sartori, M. J. (2005),
“Pre-main sequence star Proper Motion Catalogdé’A, Vol. 438, pp. 769-778.

126



Bibliography

Duquennoy, A. and Mayor, M. (1991), “Multiplicity among soltype stars in the solar neigh-
bourhood. Il - Distribution of the orbital elements in an iaded sample”A&A, Vol. 248,
pp. 485-524.

Egner, S. E. (2003), Optical Turbulence Estimation and E&tiart, Master’s thesis, University
of Heidelberg.

Egner, S. E., Masciadri, E., McKenna, D., Herbst, T. M. an@&$s&r, W. (2006), G-SCIDAR
measurements on Mt. Graham: recent resiitB. L. Ellerbroek and D. Bonaccini Calia, eds,
‘Advances in Adaptive Optics Il. Proceedings of the SPIEI. 6272, p. 165.

Filippenko, A. V. (1982), “The importance of atmospheri¢feliential refraction in spectropho-
tometry”, PASR Vol. 94, pp. 715-721.

Forrest, W. J., Shure, M. and Skrutskie, M. F. (1988), “A jlussbrown dwarf companion to
Gliese 569" ApJ Vol. 330, pp. L119-1L123.

Fried, D. L. (1965), “Statistics of a Geometric Represaotabf Wavefront Distortion” JOSA
\ol. 55, pp. 1427-1435.

Fried, D. L. (1978), “Probability of getting a lucky shortfmosure image through turbulence”,
JOSA \Vol. 68, pp. 1651-1658.

Fruchter, A. S. and Hook, R. N. (2002), “Drizzle: A Method e Linear Reconstruction of
Undersampled ImagesPASRE Vol. 114, pp. 144-152.

Fuhrmann, K. (2004), “Nearby stars of the Galactic disk aald.hlil.”, Astron. Nacht. Vol. 325,
pp. 3-80.

Fukugita, M., Ichikawa, T., Gunn, J. E., Doi, M., ShimasaKu,and Schneider, D. P. (1996),
“The Sloan Digital Sky Survey Photometric SysterAd, Vol. 111, pp. 1748.

Galvez, M. C., Montes, D., Fernandez-Figueroa, M. J. anceképantiago, J. (2006), “Chromo-
spheric Activity and Orbital Solution of Six New Late-typ@e&troscopic Binary Systems”,
Ap&SS Vol. 304, pp. 59-61.

Gizis, J. E., Reid, I. N. and Hawley, S. L. (2002), “The PalofsU Nearby Star Spectroscopic
Survey. lll. Chromospheric Activity, M Dwarf Ages, and thedal Star Formation History”,
AJ, Vol. 123, pp. 3356-3369.

Guhathakurta, P., Yanny, B., Bahcall, J. N. and SchneideB.[1994), “Globular cluster pho-
tometry with the Hubble Space Telescope. 3: Blue straggledsvariable stars in the core of
M3”, AJ, Vol. 108, pp. 1786—-1809.

Halbwachs, J. L., Mayor, M., Udry, S. and Arenou, F. (2003)iuftiplicity among solar-type
stars. Ill. Statistical properties of the F7-K binarieshwiteriods up to 10 yearsA&A, Vol.
397, pp. 159-175.

Hardy, J. W. (1998)Adaptive Optics for Astronomical Telescop@sxford University Press.

Hartkopf, W. I. and Mason, B. D. (2006), ‘Sixth Catalog of @stof Visual Binary Stars’, pub-
lished online at httg/ad.usno.navy.milvdsorb6.html.

Hartkopf, W. 1., McAlister, H. A., Mason, B. D., ten Brummela T., Roberts, Jr., L. C., Turner,
N. H. and Wilson, J. W. (1997), “ICCD Speckle ObservationBivfary Stars. XVIl. Measure-
ments During 1993-1995 From the Mount Wilson 2.5-M TelescAJ, Vol. 114, pp. 1639.

Hecquet, J. and Coupinot, G. (1985), “A gain in resolutiontly superposition of selected
recentered short exposuredgurnal of OpticsVol. 16, pp. 21-26.

127



Bibliography

Henry, G. W., Fekel, F. C. and Hall, D. S. (1995), “An Autonthi8earch for Variability in
Chromospherically Active StarsAJ, Vol. 110, pp. 2926.

Hippler, S., Hormuth, F., Butler, D. J., Brandner, W. and kiag, T. (2006), “Atmosphere-like
turbulence generation with surface-etched phase-scre@ptics Expressvol. 14, pp. 10139—
10148.

Hormuth, F., Brandner, W., Hippler, S., Janson, M. and Hegni. (2007), “Direct imaging of
the young spectroscopic binary HD 16093A%&A, Vol. 463, pp. 707-711.

Howell, S. B. (2000)Handbook of CCD AstronomZambridge University Press.

Hinsch, M., Schmitt, J. H. M. M., Sterzik, M. F. and Voges, W0%9), “The ROSAT all-sky
survey catalogue of the nearby stardAS Vol. 135, pp. 319-338.

Hynecek, J. and Nishiwaki, T. (2002), Recent progress tdveargle photon detection using
charge multiplying CCD image sensoin, ‘Proc. 16th World Multiconference on Systems
and Cybernetics’.

Itoh, Y., Tamura, M., Hayashi, S. S., Oasa, Y., Fukagawa,Kdifu, N., Suto, H., Murakawa,
K., Doi, Y., Ebizuka, N., Naoi, T., Takami, H., Takato, N., &sler, W., Kanzawa, T., Hayano,
Y., Kamata, Y., Saint-Jacques, D. and lye, M. (2002), “Ne#rared Coronagraphy of the GG
Tauri A Binary System”PASJ Vol. 54, pp. 963-967.

Jerram, P., Pool, P. J., Bell, R., Burt, D. J., Bowring, Sei®er, S., Hazelwood, M., Moody, I.,
Catlett, N. and Heyes, P. S. (2001), The LLCCD: low-light gimg without the need for an
intensifier,in M. M. Blouke, J. Canosa and N. Sampat, eds, ‘Proc. SPIE VO643ensors and
Camera Systems for Scientific, Industrial, and Digital Bgoaphy Applications II’, pp. 178—
186.

Johnston, D. C. and Welsh, B. M. (1994), “Analysis of multizmate adaptive opticsJOSA
Vol. 11, pp. 394-408.

Jordi, K., Grebel, E. K. and Ammon, K. (2006), “Empirical optransformations between SDSS
photometry and other photometric systen®&&;A, Vol. 460, pp. 339-347.

Kasper, M., Looze, D. P., Hippler, S., Herbst, T., Glindema., Ott, T. and Wirth, A. (2000),
“Alfa: Adaptive optics for the calar alto observatory ogticontrol systems, and performance”,
Exp. Astron.\Vol. 10, p. 49.

Klueckers, V. A., Wooder, N. J., Nicholls, T. W., Adcock, M, Munro, |. and Dainty, J. C.
(1998), “Profiling of atmospheric turbulence strength aetbeity using a generalised SCI-
DAR technique” A&AS Vol. 130, pp. 141-155.

Knox, K. T. and Thompson, B. J. (1973), “New methods of preces speckle pattern star im-
ages”,AJ, Vol. 182, p. L133.

Knox, K. T. and Thompson, B. J. (1974), “Recovery of imagesnfratmaospherically degraded
short-time exposure photograph&pJ Vol. 193, p. 45.

Kdéhler, R. and Leinert, C. (1998), “Multiplicity of T Tauriars in Taurus after ROSATA&A,
Vol. 331, pp. 977-988.

Konig, B., Guenther, E. W., Woitas, J. and Hatzes, A. P. (2008he young active binary star
EK Draconis”,A&A, Vol. 435, pp. 215-223.

Krist, J. and Hook, R. (2004), ‘The Tiny Tim User’s Guide (gi&mn 6.3)'.

Labeyrie, A. (1970), “Attainment of diraction limited resolution in large telescopes by fourier
analysing speckle patterns in star images>A, Vol. 6, p. 85.

128



Bibliography

Labeyrie, A. (1974), “Speckle interferometry and possibteensions” A&AS Vol. 15, p. 463.

Landolt, A. U. (1983), “Ubvri photometric standard star®ward the celestial equatorAl,
\ol. 88, p. 439.

Landolt, A. U. (1992), “Ubvri photometric standard starstive magnitude range 11.5-16.0
around the celestial equato&)], Vol. 104, p. 340.

Law, N. M., Hodgkin, S. T. and Mackay, C. D. (2006), “Discoyef five very low mass close
binaries, resolved in the visible with lucky imagindNRAS Vol. 368, p. 1917.

Leinert, C. and et al. (1993), “A systematic search for yobimaries in taurus”A&A, Vol. 278,
pp. 129-149.

Lohmann, A. W., Weigelt, G. and Wirnitzer, B. (1983), “Spkckiasking in astronomy - Triple
correlation theory and application®®ppl. Opt, Vol. 22, pp. 4028-4037.

Lépez-Santiago, J., Montes, D., Crespo-Chacoén, |. anddreise-Figueroa, M. J. (2006), “The
Nearest Young Moving GroupsApJ, Vol. 643, pp. 1160-1165.

Lowrance, P. J., Becklin, E. E., Schneider, G., KirkpatridkD., Weinberger, A. J., Zucker-
man, B., Dumas, C., Beuzit, J.-L., Plait, P., Malumuth, Eeap, S., Terrile, R. J. and Hines,
D. C. (2005), “An Infrared Coronagraphic Survey for SudateCompanions”AJ, Vol. 130,
pp. 1845-1861.

Marchis, F., Descamps, P., Hedtar, D., Berthier, J., Vachier, F., Boccaletti, A., de Palteand
Gavel, D. (2003), “A three-dimensional solution for the ibdf the asteroidal satellite of 22
Kalliope”, Icarus Vol. 165, pp. 112-120.

Margot, J.-L. and Brown, M. E. (2001), /3001 (22)",IAUC 7703.
Mathieu, R. D. (1994), “Pre-Main-Sequence Binary StaffRRASA, Vol. 32, pp. 465-530.

McAlister, H. A. (1977), “Speckle interferometric measments of binary stars. I"’ApJ, Vol.
215, pp. 159-165.

McAlister, H. A., Hartkopf, W. I., Hutter, D. J. and Franz, Q. (1987), “ICCD speckle observa-
tions of binary stars. Il - Measurements during 1982-198mfthe Kitt Peak 4 M telescope”,
AJ, Vol. 93, pp. 688—723.

McCarthy, C. and Zuckerman, B. (2004), “The Brown Dwarf Des¢ 75-1200 AU”,AJ, Vol.
127, pp. 2871-2884.

McCaughrean, M. J. and Stéer, J. R. (1994), “High resolution near-infrared imagingttod
trapezium: A stellar censusAJ, Vol. 108, pp. 1382-1397.

Merline, W. J., Ménard, F., Close, L., Dumas, C., ChapmanRCand Slater, D. C. (2001),
“S/2001 (22)",IAUC 7703.

Merline, W. J., Weidenschilling, S. J., Durda, D. D., MargdtL., Pravec, P. and Storrs, A. D.
(2002), Asteroids Do Have Satellite3he University of Arizona Press, chapter 2.2, pp. 289—
314.

Moftat, A. F. J. (1969), “A Theoretical Investigation of Focatl&ir Images in the Photographic
Emulsion and Application to Photographic PhotometAé;A, Vol. 3, pp. 455.

Mugrauer, M., Neuhduser, R., Guenther, E., Brandner, We®lJ. and Ammler, M. (2005),
Search for sub-stellar companions using ao — first resultaired with naos-conicain
W. Brandner and M. Kasper, eds, ‘Science with Adaptive GptiEESO, Springer, pp. 158—
160.

129



Bibliography

Mulliss, C. L. and Bopp, B. W. (1994), “A search for chromosghbally active stars from the
ROSAT EUV source list’PASR Vol. 106, pp. 822-827.

Noll, K. S., Levison, H. F., Grundy, W. M. and Stephens, D. Z0(6), “Discovery of a binary
Centaur”,Icarus Vol. 184, pp. 611-618.

Ostro, S. J., Margot, J.-L., Benner, L. A. M., Giorgini, J, Bcheeres, D. J., Fahnestock, E. G.,
Broschart, S. B., Bellerose, J., Nolan, M. C., Magri, C. et P., Scheirich, P., Rose, R.,
Jurgens, R. F., De Jong, E. M. and Suzuki, S. (2006), “Radaging of Binary Near-Earth
Asteroid (66391) 1999 KW4 ScienceVol. 314, pp. 1276-1280.

Pandey, J. C., Singh, K. P., Sagar, R. and Drake, S. A. (20BBxtometric Variability of Four
Coronally Active Stars”JA&GA, Vol. 23, pp. 9.

Perryman, M. A. C., Lindegren, L., Kovalevsky, J., Hoeg,Hastian, U., Bernacca, P. L., Crézé,
M., Donati, F., Grenon, M., van Leeuwen, F., van der Mare],Mignard, F., Murray, C. A.,
Le Poole, R. S., Schrijver, H., Turon, C., Arenou, F., FrbééscdV. and Petersen, C. S. (1997),
“The HIPPARCOS CatalogueA&A, Vol. 323, pp. L49-L52.

Phillips, A. C., Miller, J., Cowley, D. and Wallace, V. (2004 he Keck-I Cassegrain atmospheric
dispersion correctolin ‘Ground-based and Airborne Instrumentation for Astronogited
by McLean, lan S.; lye, Masanori. Proceedings of the SPIH)Me 6269’, pp. 6269.

Pounds, K. A., Allan, D. J., Barber, C., Barstow, M. A., Bartr, D., Branduardi-Raymont,
G., Brebner, G. E. C., Buckley, D., Bromage, G. E., Cole, Rdurtier, M., Cruise, A. M.,
Culhane, J. L., Denby, M., Donoghue, D. O., Dunford, E., @antopoulos, I., Goodall, C. V.,
Gondhalekar, P. M., Gourlay, J. A., Harris, A. W., Hassall,JBM., Hellier, C., Hodgkin, S.,
Jdfries, R. D., Kellett, B. J., Kent, B. J., Lieu, R., Lloyd, C.,cKale, P., Mason, K. O.,
Matthews, L., Mittaz, J. P. D., Page, C. G., Pankiewicz, G.P&ke, C. D., Ponman, T. J.,
Puchnarewicz, E. M., Pye, J. P., Quenby, J. J., Ricketts,.,MRaken, S. R., Sansom, A. E.,
Sembay, S., Sidher, S., Sims, M. R., Stewart, B. C., Sumnel,, Vallance, R. J., Watson,
M. G., Warwick, R. S., Wells, A. A., Willingale, R., WillmoteA. P., Willoughby, G. A. and
Wonnacott, D. (1993), “The ROSAT Wide Field Camera all-siyvgy of extreme-ultraviolet
sources. | - The Bright Source CatalogusINRAS Vol. 260, pp. 77-102.

Pravdo, S. H., Rabinowitz, D. L., Helin, E. F., Lawrence, K.Bambery, R. J., Clark, C. C.,
Groom, S. L., Levin, S., Lorre, J., Shaklan, S. B., Kervin, Mricano, J. A., Sydney, P.
and Soohoo, V. (1999), “The Near-Earth Asteroid TrackingA¥) Program: an Automated
System for Telescope Control, Wide-Field Imaging, and €ibjeetection”, AJ, Vol. 117,
pp. 1616-1633.

Prieur, J.-L., Koechlin, L., André, C., Gallou, G. and LuguC. (1998), “The ‘Pisco’ Speckle
Camera at Pic Du Midi ObservatoryExp. Astron.Vol. 8, pp. 297-315.

Rabien, S., Davies, R. I., Ott, T., Hippler, S. and Neumann(2002), PARSEC: the laser for
the VLT, in R. K. Tyson, D. Bonaccini and M. C. Roggemann, eds, ‘ProcESRIl. 4494,
Adaptive Optics Systems and Technology II’, pp. 325-335.

Ragazzoni, R. (1996), “Pupil plane wavefront sensing withoacillating prism”,Journal of
Modern OpticsVol. 43, pp. 289-293.

Reid, I. N., Hawley, S. L. and Gizis, J. E. (1995), “The PalofsU Nearby-Star Spectroscopic
Survey. I. The Northern M Dwarfs -Bandstrengths and KineesgtAJ, Vol. 110, pp. 1838.

Riaz, B., Gizis, J. E. and Harvin, J. (2006), “IdentificatimiNew M Dwarfs in the Solar Neigh-
borhood”,AJ, Vol. 132, pp. 866-872.

130



Bibliography

Robbins, M. S. and Hadwen, B. J. (2003), “The noise perfooeartf electron multiplying charge
coupled devices’|EEE Transactions on Electron Devigal. 50, pp. 1227-1232.

Roddier, F. (1981), “The feects of Atmospheric Turbulence in Optical Astronomigipg. Op-
tics, Vol. 19, pp. 281-376.

Roddier, F. (1988), “Curvature sensing and compensatiomevaconcept in adaptive optics”,
Appl. Opt, Vol. 27, pp. 1223-1225.

Roddier, F. (1999)Adaptive optics in astronomydaptive Optics in Astronomy.

Roddier, F., Cowie, L., Graves, J. E., Songaila, A. and Mai&erD. (1990), Seeing at Mauna
Kea - A joint UH-UN-NOAO-CFHT studyijn L. D. Barr, ed., ‘Advanced technology optical
telescopes IV; Proceedings of the Meeting, Tucson, AZ, E2ii6, 1990. Part 1 (A91-23201
08-89). Bellingham, WA, Society of Photo-Optical Instruntegtion Engineers, 1990’, pp. 485—
491.

Roddier, F., Gilli, J. M. and Lund, G. (1982), “On the origihgpeckle boiling and itsféects in
stellar speckle interferometryJournal of OpticsVol. 13, pp. 263-271.

Rousset, G., Lacombe, F., Puget, P., Hubin, N. N., Gendrgrkusco, T., Arsenault, R., Char-
ton, J., Feautrier, P., Gigan, P., Kern, P. Y., LagrangeMA.Madec, P.-Y., Mouillet, D.,
Rabaud, D., Rabou, P., Stadler, E. and Zins, G. (2003), NA@Sjrst AO system of the VLT:
on-sky performancein P. L. Wizinowich and D. Bonaccini, eds, ‘Adaptive Opticalsigm
Technologies Il. Proceedings of the SPIE, Volume 4839’ 1@0—149.

Sarazin, M. and Roddier, F. (1990), “The ESGfeliential image motion monitorA&A, Vol.
227, pp. 294-300.

Scaddan, R. J. and Walker, J. G. (1978), “Statistics ofastalpeckle patterns’Appl. Opt,
\ol. 17, pp. 3779-3784.

Shack, R. and Platt, B. (1971), “Production and Use of a ketdr Hartmann ScreenJOSA
\ol. 61, p. 656.

Silber, J., Gledhill, T., Duchéne, G. and Ménard, F. (200@gar-Infrared Imaging Polarimetry
of the GG Tauri Circumbinary Ring’ApJ, Vol. 536, pp. L89-L92.

Simon, M., Bender, C. and Prato, L. (2006), “The GI569 Mu#i®ystem”, ApJ Vol. 644,
pp. 1183-1192.

Skrutskie, M. F., Cutri, R. M., Stiening, R., Weinberg, M.,[Bchneider, S., Carpenter, J. M.,
Beichman, C., Capps, R., Chester, T., Elias, J., Huchr&jebert, J., Lonsdale, C., Monet,
D. G., Price, S., Seitzer, P., Jarrett, T., Kirkpatrick, J. Gizis, J. E., Howard, E., Evans, T.,
Fowler, J., Fullmer, L., Hurt, R., Light, R., Kopan, E. L., k&, K. A., McCallon, H. L., Tam,
R., Van Dyk, S. and Wheelock, S. (2006), “The Two Micron AllySRurvey (2MASS)”,AJ,
Vol. 131, pp. 1163-1183.

Song, l., Zuckerman, B. and Bessell, M. S. (2003), “New Mersl# the TW Hydrae As-
sociation, 3 Pictoris Moving Group, and Tucaftéorologium Association” ApJ, Vol. 599,
pp. 342-350.

Spillar, E. J., Dumbrill, D., Grasdalen, G. L. and Howell,/R.(1993), “The Wyoming Infrared
Observatory telescope software systeRASR Vol. 105, pp. 616-624.

Stone, R. C. (1996), “An Accurate Method for Computing Atiplosric Refraction” PASE Vol.
108, pp. 1051-1058.

131



Bibliography

Strehl, K. (1902), “Uber Luftschlieren und ZonenfehleZgitschrift fiir Instrumentenkunde
Vol. 22, p. 213.

Tatarski, W. I. (1961)Wave Propagation in a Turbulent MediyMcGraw-Hill, New York.
Taylor, G. I. (1938), “The spectrum of turbulenc&’oc. R. Soc. AVol. 164, p. 476.

Tokovinin, A. (2004), “Seeing Improvement with Ground-leayAdaptive Optics”PASR Vol.
116, pp. 941-951.

Tubbs, R. N. (2003), Lucky Exposures:fibaction Limited Astronomical Imaging Through the
Atmosphere, PhD thesis, University of Cambridge.

Tubbs, R. N., Baldwin, J. E., Mackay, C. D. and Cox, G. C. (300Ri ffraction-limited CCD
imaging with faint reference starsA&A, Vol. 387, pp. L21-1.24.

Tucker, D. L., Allyn Smith, J. and Brinkmann, J. (2001), THe&h Digital Sky Survey Standard
Star Network.in R. Clowes, A. Adamson and G. Bromage, eds, ‘ASP Conf. Ser. Z82
New Era of Wide Field Astronomy’, pp. 13.

van Dam, M. A., Bouchez, A. H., Le Mignant, D., Johansson, E.\Mizinowich, P. L., Camp-
bell, R. D., Chin, J. C. Y., Hartman, S. K., Lafon, R. E., St&mdr., P. J. and Summers, D. M.
(2006), “The W. M. Keck Observatory Laser Guide Star Adap@®ptics System: Performance
Characterization”PASR Vol. 118, pp. 310-318.

Vernin, J. and Munoz-Tunon, C. (1994), “Optical seeing aFladma Observatory. 2. Intensive
site testing campaign at the Nordic Optical Telescop&’A, Vol. 284, pp. 311-318.

Weaver, H. A., Stern, S. A., Mutchler, M. J., 8teA. J., Buie, M. W., Merline, W. J., Spencer,
J.R., Young, E. F. and Young, L. A. (2006), “Discovery of twawsatellites of Pluto"Nature
Vol. 439, pp. 943-945.

Weis, E. W. (1991), “VRI photometry of late dwarf common peojmotion pairs”AJ, Vol. 101,
pp. 1882-1901.
Weis, E. W. (1993), “Photometry of dwarf K and M star&J, Vol. 105, pp. 1962—-1966.

Winker, D. M. (1991), “Hfect of a finite outer scale on the Zernike decomposition obapheric
optical turbulence” JOSA Vol. 8, pp. 1568-1573.

Wynne, C. G. (1993), “A new form of atmospheric dispersiomrector’, MNRAS Vol. 262,
pp. 741-748.

Yanny, B., Guhathakurta, P., Bahcall, J. N. and SchneideB.P1994), “Globular cluster pho-
tometry with the Hubble Space Telescope. 2: U, V, and | measents of M15”AJ, Vol. 107,
pp. 1745-1763.

Ziad, A., Gredel, R., Aceituno, J., Borgnino, J., Hoyo, Fbah, A., Martin, F., Thiele, U. and
Pedraz, S. (2005), “A site-testing campaign at the Calao Albservatory with GSM and
DIMM instruments”,MNRAS Vol. 362, pp. 455-459.

Ziad, A., Martin, F., Conan, R. and Borgnino, J. (2002), GSMnonitor of wavefront optical
parameters for the site evaluatidn,J. Vernin, Z. Benkhaldoun and C. Mufioz-Tufién, eds,
‘ASP Conf. Ser. 266: Astronomical Site Evaluation in theidis and Radio Range’, p. 114.

Zuckerman, B. and Song, I. (2004), “Young Stars Near the SARASA, Vol. 42, pp. 685-721.

Zuckerman, B., Song, |. and Bessell, M. S. (2004), “The ABdais Moving Group”ApJ, Vol.
613, pp. L65-L68.

Zuckerman, B., Song, |., Bessell, M. S. and Webb, R. A. (2001)e 3 Pictoris Moving Group”,
ApJ Vol. 562, pp. L87-L90.

132



Appendix

List of Acronyms & Abbreviations

2MASS Two Micron All Sky Survey

ACS Advanced Camera for Surveys

ADC Analogue-to-Digital Converter

ADU Analogue-Digital-Unit

AO Adaptive Optics

A.U. Astronomical Unit

BUSCA Bonn University Simultaneous Camera
CAFOS Calar Alto Faint Object Spectrograph
CAOS Code for Adaptive Optics Systems
CCD Charge Coupled Device

CFHT Canada France Hawaii Telescope
CIC Clock Induced Charge(s)

DC Dark Current

DIMM Di fferential Image Motion Monitor
DSS Digital Sky Survey

EM Electron Multiplication

EMCCD Electron Multiplying Charge Coupled Device
ESO European Southern Observatory
FITS Flexible Image Transport System
FFT Fast Fourier Transform

FK 4/5 Fundamentalkatalod/5

FOvV Field of View

FTP File Transfer Protocol

FWHM Full Width at Half Maximum

GLAO Ground Layer Adaptive Optics

GPS Global Positioning System

GSM Generalised Seeing Monitor

GUI Graphical User Interface

HST Hubble Space Telescope

IAU International Astronomical Union
ICRS International Celestial Reference System
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List of Acronyms& Abbreviations

IDL Interactive Data Language

IMCCE Institut de mécanique céleste et de calcul des éphémérides
IR Infrared

JWST James Webb Space Telescope

mas milli-arcsecond

MCAO Multi-conjugated Adaptive Optics
MPIA Max-Planck-Institut fir Astronomie
MTF Modulation Transfer Function

NACO NAOS-CONICA

NEAT Near Earth Asteroid Tracking
NICMOS Near Infrared Camera and Multi-Object Spectrometer
NIR Near Infrared

OTF Optical Transfer Function

PA Position Angle

PDM Phase Dispersion Minimisation

PLL Phase Locked Loop

ppm parts per million

PSF Point Spread Function

PUEO Probing the Universe with Enhanced Optics
QE Quantum Hiciency

RAM Random Access Memory

RMS Root Mean Square

ROSAT Rontgensatellit

RV Radial Velocity

SDSS Sloan Digital Sky Survey

SFTP Secure File Transfer Protocol

SNR Signal-to-Noise Ratio

TTL Transistor-Transistor Logic

UCAC USNO CCD Astrograph Catalog
USNO US Naval Observatory

uTC Coordinated Universal Time

uv Ultraviolet

VLT Very Large Telescope

WDS Washington Double Star (Catalogue)
WFC Wide Field Camera
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Back illustration:
The Calar Alto 3.5m telescope, photographed from the
catwalk of the 2.2 m telescope dome during sunset.






THE SPATIAL RESOLUTION OF ASTRONOMICAL OBSERVATIONS FROM
THE GROUND IS IMPAIRED BY EARTH'S ATMOSPHERE. TURBULENT
VARIATIONS OF THE REFRACTIVE INDEX OF THE AIR ABOVE A TELE-
SCOPE DEGRADE THE IMAGE RESOLUTION TO VALUES OF TYPICALLY ONE
ARCSECOND IN THE VISIBLE LIGHT, SEVENTY TIMES WORSE THAN THE
DIFFRACTION LIMIT OF AN 8-M CLASS TELESCOPE.

THIS HAS BEEN OVERCOME IN THE PAST YEARS BY THE DEVELOPMENT
OF ADAPTIVE OPTICS SYSTEMS. THESE INSTRUMENTS ACTIVELY COM:-
PENSATE THE WAVEFRONT ABERRATIONS INTRODUCED BY THE ATMO-
SPHERE AND ALLOW DIFFRACTION LIMITED IMAGING AT LARGE TELE-~
SCOPES IN THE NEAR INFRARED.

THIS THESIS COVERS AN ALTERNATIVE, TOTALLY PASSIVE APPROACH TO
THE PROBLEM OF HIGH RESOLUTION IMAGING THROUGH THE ATMO-
SPHERE. THE LUCKY IMAGING TECHNIQUE EXPLOITS THE TEMPORAL
BEHAVIOUR OF ATMOSPHERIC TURBULENCE. BY SELECTING ONLY THE
BEST FEW PERCENT OF SEVERAL THOUSAND SHORT EXPOSURE IMAGES,
IT IS POSSIBLE TO RECOVER THE FULL ANGULAR RESOLUTION OF
MEDIUM-SIZED TELESCOPES AT VISIBLE WAVELENGTHS. THIS CAN BE
REALISED WITH A FRACTION OF THE INSTRUMENTAL EFFORT AND COSTS
NEEDED FOR ADAPTIVE OPTICS.

¥ ASTRALUX, A DEDICATED INSTRU-
Y MENT FOR LUCKY IMAGING, HAS BEEN DE-
Yy VELOPED, TESTED, AND USED FOR OB-
SERVATIONS AT THE CALAR ALTO 2.2M
TELESCOPE. ITS DESIGN, PERFORMANCE,
AND FIRST SCIENTIFIC RESULTS ARE PRE-
i SENTED IN THIS WORK.






