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The large number of detected giant exoplanets offers the opportunity to improve our un-
derstanding of the formation mechanism, evolution, and interior structure of gas giant planets.
The two main models for giant planet formation are core accretion and disk instability. There
are substantial differences between these formation models, including formation timescale,
favorable formation location, ideal disk properties for planetary formation, early evolution,
planetary composition, etc. First, we summarize the two models including their substantial
differences, advantages, and disadvantages, and suggest how theoretical models should be
connected to available (and future) data. We next summarize current knowledge of the internal
structures of solar- and extrasolar- giant planets. Finally, we suggest the next steps to be taken
in giant planet exploration.

1. INTRODUCTION

Giant planets play a critical role in shaping the architec-
tures of planetary systems. Their large masses, orbital an-
gular momentum, and fast formation make them prime can-
didates for driving rich dynamics among nascent planets,
including exciting the orbits of small bodies and possibly
delivering volatiles to terrestrial planets. Their bulk prop-
erties are also key for exploring the physical and chemical

conditions of protoplanetary disks in which planets form.
Furthermore, the diversity in properties (e.g. mass, radius,
semi-major axis, density) of exoplanets calls for multiple
formation and evolution mechanisms to be explored. As a
result, detailed investigations of the formation mechanism,
evolution, and interior structure of giant planets have been
conducted for decades, although for most of that time, our
understanding of giant planets was limited to the four outer
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planets in the Solar System. Naturally, theory was driven
to explain the properties of those planets and their particu-
lar characteristics. The detections of giant planets outside
the Solar System have led to the discovery of a rich and di-
verse population of giant exoplanets, many of which have
measured radii and masses.

Clues on the nature of giant planet formation might be
revealed from the two giant planet correlations with stel-
lar metallicity [Fe/H] of main sequence stars. The first is
the correlation of the frequency of giant planets with stel-
lar metallicity (Gonzalez, 1997; Santos et al., 2004; Fischer
and Valenti, 2005; Mortier et al., 2013) which has now been
determined for stellar masses from∼0.3 to 2 M� and metal-
licities [Fe/H] between -1.0 and 0.5 (Johnson et al., 2010).
Nevertheless, the robustness and generality of the correla-
tion between giant planet occurrence and stellar metallicity
is still under investigation (Maldonado et al., 2013). The
second correlation suggests that the heavy element mass
in giant planets is a function of stellar metallicity. Metal-
rich stars tend to have metal-rich planets. There is a large
scatter, however, and planetary mass is a better predictor of
metal enrichment than stellar metallicity (see section 5.2).
This explosion of new information demonstrates the need
to understand planet formation in general, and presents an
opportunity to test planet formation theories. While the ba-
sic ideas of how giant planets are formed have not changed
much, substantial progress has been made recently in high-
lighting the complexity of the models, in which effects that
were perceived as second-order may actually be fundamen-
tal in shaping the distribution of giant planets.

Accurate measurements of the giant planets in the So-
lar System can provide valuable information on the internal
structures of the planets, which are extremely important to
test formation models. We anticipate major progress in that
direction when data from Juno and Cassini Solstice mis-
sions are available. In addition, the available information
on the mean densities of giant exoplanets teaches us about
the composition of giant planets in general. This chapter
summarizes the recent progress in giant planet studies.

2. GIANT PLANET FORMATION MODELS

In the following section we summarize the two forma-
tion models: core accretion (CA), the standard model, and
disk instability (DI). In the CA model the formation of a
giant planet begins with planetesimal coagulation and core
formation, similar to terrestrial planets, which is then fol-
lowed by accretion of a gaseous envelope. In the DI model,
gas giant planets form as a result of gravitational fragmen-
tation in the disk surrounding the young star.

2.1. CORE ACCRETION

The initial step in the formation of giant planets by CA is
the same as that for terrestrial planets, namely the buildup
of planetesimals with sizes from a few tens of meters to
a few hundred kilometers. Planetesimal formation is itself
undergoing current research and is addressed in the chapter

of Johansen et al. Here we focus on the later stages, start-
ing at the point where runaway growth of the planetesimals
has produced a planetary embryo having a fraction of an
Earth mass (M⊕), still surrounded by a swarm of planetes-
imals. The planetesimals accrete onto the embryo to form
the heavy-element core of the giant planet. Once the core
reaches a fraction of M⊕ and its escape velocity exceeds
the local thermal speed of the gas in the disk, the core can
begin to capture gas from the surrounding disk. Solids and
gas then accrete concurrently. When the mass of gas (Menv)
approaches that of the core (Mcore), gas accretion can be-
come very rapid and can build the planet up to the Jupiter
mass range. Gas accretion is cut off at some point, either
because of the dissipation of the disk and/or by the gravita-
tional interaction of the planet with the disk, which tends to
open up a gap in the planet’s vicinity as described below.

2.1.1. Physics of the core-accretion model

Core accretion rate

CA calculations generally start with an embryo of ∼
0.01-0.1 M⊕ surrounded by solid planetesimals, which
would be expected to have a range of sizes. Safronov’s
equation (Safronov, 1969) is a useful approximation for the
planetesimal accretion rate onto an embryo:

dMsolid

dt
= Ṁcore = πR2

captσsΩFg, (1)

where πR2
capt is the geometrical capture cross section, Ω

is the orbital frequency, σs is the disk’s solid surface den-
sity, and Fg is the gravitational enhancement factor. If no
gas is present, then Rcapt = Rcore. In the presence of an
envelope, gas drag and ablation can result in planetesimal
deposition outside the core, with Rcapt > Rcore.

In the two-body approximation in which the tidal effects
of the central star are not included, Fg is given by

Fg =

[
1 +

(ve
v

)2
]
, (2)

where ve is the escape velocity from the embryo, and v is
the relative velocity of the embryo and the accreting plan-
etesimal. This approximation is valid only when the effect
of the star is negligible, otherwise three-body effects must
be taken into account, and the determination of Fg is much
more complicated (Greenzweig and Lissauer, 1992).

The disk of planetesimals

The gravitational focussing factor depends strongly on
the excitation state of planetesimals (eccentricity and in-
clination), which itself is the result of excitation by the
forming planet (and other planetesimals) and damping by
gas drag. Therefore, the value of Fg must be determined
(numerically) by computing the planet’s growth, the struc-
ture of the gas disk, and the characteristics of planetesimals
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(dynamics and mass function) self-consistently. Gravita-
tional interactions among planetesimals and, more impor-
tantly, the influence of the planetary embryo tend to stir up
the velocities of the planetesimals, reducing Fg . Fortier et
al. (2013) show that giant planet formation is suppressed
when this effect is included.

The large number of planetesimals in the feeding zone
(> 1010) requires that the evolution, growth, and accre-
tion rate of the planetesimals onto the embryo be handled
in a statistical manner (Inaba et al., 2003; Weidenschilling,
2008, 2011; Bromley and Kenyon, 2011; Kobayashi et
al. 2010). Planetesimals are distributed into a finite num-
ber of mass bins, with masses ranging from tens of meters
to tens of kilometers. The planetesimals are also distributed
into radial distance zones. The codes calculate the evolution
of the size distribution and the orbital element distribution,
as well as the accretion rate of each size onto the planetary
embryo. The size distribution evolves through collisions,
and, if relative velocities between planetesimals become
large enough, through fragmentation. The velocity distri-
butions are affected by viscous stirring, dynamical friction,
gravitational perturbations between non-overlapping orbits,
and damping by gas drag from the disk. The outcome of
fragmentation depends on specific impact energies, material
strengths, and gravitational binding energies of the objects.
Also to be included are migration of planetesimals through
the disk, and interactions between the protoplanetary enve-
lope and the various-sized planetesimals (see below). These
simulations give Ṁcore as time progresses.

Including all of these physical processes in planet for-
mation models is numerically challenging, and all models
involve some degree of approximation. The full problem
of the self-consistent buildup to Jupiter mass, including the
evolution of the planet, the gas disk, and the planetesimal
distribution, has not been completed to date.

Envelope accretion rate

The outer radius of the planet cannot be larger than the
smaller of the Bondi radiusRB or the Hill radiusRH . Here

RB =
GMp

c2s
andRH = a

(
Mp

3M?

)1/3

, whereMp andM? are
the masses of the planet and star, respectively, a is the dis-
tance of the planet from the star, and cs is the sound speed
in the disk. However, three-dimensional numerical simula-
tions of the gas flow around a planet embedded in a disk
(Lissauer et al., 2009) show that not all of the gas flowing
through the Hill volume is actually accreted by the planet.
Much of it just flows through the Hill volume and back out.
A modified Hill radius, within which gas does get accreted
onto the planet, is found to be ∼ 0.25RH . Thus one can
define an effective outer radius for the planet:

Reff =
GMp

c2s +
GMp

0.25RH

. (3)

During the earlier phases of the evolution, when Menv is
less than or comparable to Mcore, the gas accretion rate is
determined by the requirement that the outer planet radius

Rp = Reff . As the envelope contracts andReff expands, gas
is added at the outer boundary to maintain this condition.

Once the planet has entered the phase of rapid gas accre-
tion, the envelope is relatively massive, and it can contract
rapidly. At some point the mass addition rate required by
the above condition exceeds the rate at which matter can
be supplied by the disk. The disk-limited rates are calcu-
lated from three-dimensional simulations of the flow around
a planet embedded in a disk (Lubow and D’Angelo, 2006;
Lissauer et al., 2009; D’Angelo et al., 2011; Bodenheimer
et al., 2013; Uribe et al., 2013). The rates are eventually
limited as the mass of the planet grows, exerts tidal torques
on the disk, and opens up a gap. Although gas can still
accrete through the gap, the rate becomes slower as the
gap width increases. Planet-disk interactions, however, can
change the eccentricities and increase Ṁenv substantially
even after gap formation (Kley and Dirksen, 2006).

Structure and evolution of the envelope

The envelope of the forming planets is typically consid-
ered to consist mainly of hydrogen and helium (H, He), with
a small fraction of heavy elements (high-Z material). The
Z-component of the planetary envelope can be stellar, sub-
stellar, or super-stellar. If all the planetesimals reach the
core without depositing mass in the envelope, the planetary
envelope is likely to have a composition similar to the gas in
the protoplanetary disk. However, enrichment of a gas giant
through CA is not necessarily automatic, since the accreted
gas could be depleted in solids as a result of planetesimal
formation. As a result, the accreted gas can be sub-stellar.
On the other hand, if planetesimals suffer a strong mass
ablation during their journey towards the core, the plane-
tary envelope will be substantially enriched with heavy el-
ements compared to the disk gas, in particular during the
first phases of planetary growth, when the solid accretion
rate can be much larger than the gas accretion rate.

Typically, CA models assume that the planetary enve-
lope is spherically symmetric, a good assumption, up to the
phase of rapid gas accretion. The stellar structure equations
of hydrostatic equilibrium, energy transport by radiation or
convection, and energy conservation are used to determine
its structure. During phases when Rp = Reff , the density
and temperature at the outer boundary are set to the disk
values ρneb and Tneb, respectively.

The differential equations of stellar structure are then
supplemented with the equation of state (EOS) and the
opacity. The grains in the envelope are typically assumed
to have an interstellar size distribution. However Podolak
(2003) shows that when grain coagulation and sedimenta-
tion in the envelope are considered, the actual grain opac-
ities, while near interstellar values near the surface of the
protoplanet, can drop by orders of magnitude, relative to
interstellar, deeper in the envelope.
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Interaction of planetesimals with the envelope

The accreted planetesimals are affected by gas drag,
which can result in a considerable enhancement of the ef-
fective cross section for their capture, larger than πR2

core.
The deposition of planetesimal material also has significant
effects on the composition, mean molecular weight, opac-
ity, and EOS of the envelope. Individual orbits of planetesi-
mals that pass through the envelope are calculated (Podolak
et al., 1988). A variety of initial impact parameters are cho-
sen, and the critical case is found inside of which the plan-
etesimal is captured. Then Rcapt is the pericenter of the
critical orbit. Even if Menv < 0.01 M⊕, this effect can
be significant, especially for smaller planetesimals that are
easily captured. The value of Rcapt can be up to 10 times
Rcore, depending on Menv and the planetesimal size.

The determination of the planetesimal mass ablation is in
turn a complex process, and depends strongly on the (poorly
known) characteristics of planetesimals, among them their
mass and mechanical properties. Low-mass planetesimals
and/or low tensile strength planetesimals are likely to suffer
strong mass ablation. These properties depend on the (yet
unknown) planetesimal formation process (see chapter by
Johansen et al.) and their interaction with forming planets
and gas in the disk. Interestingly enough, the enrichment of
planetary envelopes by incoming planetesimals has a strong
influence on the planetary growth by gas accretion itself. In
particular, as shown by Hori and Ikoma (2011), envelope
pollution can strongly reduce the critical mass – that is, the
core mass required to initiate rapid gas accretion. This can
speed up the formation of gas giant planets leading to ob-
jects with small cores and enriched envelopes at the end of
the formation process.

On the other hand, it is often assumed that the ablated
planetesimal material eventually sinks to the core, releasing
gravitational energy in the process. Detailed calculations
(Iaroslavitz and Podolak, 2007) show that for particular en-
velope models the rocky or organic components do sink,
while the ices remain dissolved in the envelope.

2.1.2. Phases of planetary formation

In classical CA models (i.e., without migration and
disk evolution) the important parameters for defining the
formation of a giant planet are σs, M? and a. These
three quantities determine the isolation mass, Miso =
8√
3
(πC)3/2M

−1/2
? σ

3/2
s a3, which gives the maximum mass

to which the embryo can grow, at which point it has accreted
all of the planetesimals in the feeding zone. C is the num-
ber of Hill-sphere radii on each side of the planet that is
included in the feeding zone (Pollack et al., 1996). Miso

must roughly exceed 3 M⊕ in order to get mass accretion
up to the Jupiter-mass range during the lifetime of the disk.
Although it is commonly stated that a core of ≈ 10 M⊕
is necessary to initiate rapid gas accretion the critical core
mass can be both larger and smaller than this standard value,
depending on the disk’s properties, the physics included in

the planetary formation process, and the core accretion rate.
Additional parameters include the gas-to-solid ratio in the
disk, which for solar composition is of order 100, but which
decreases as the metallicity of the star increases. The gas
surface density determines ρneb and a disk model deter-
mines Tneb. The size distribution and composition of the
planetesimals in the disk are important for the calculation
of Ṁcore. Many calculations are simplified in that a single-
size planetesimal is used, with radius of sub-km in size and
up to 100 km.

The following are the main phases associated with the
buildup of a giant planet in the CA model:

• Phase 1: Primary core accretion phase. The core
accretes planetesimals until it has obtained most of
the solid mass within its gravitational reach, that is,
its mass approaches the isolation mass. Menv grows
also, but it remains only a tiny fraction of Mcore.

• Phase 2: Slow envelope accretion. The Ṁcore drops
considerably, and Ṁenv increases until it exceeds
Ṁcore. As Menv increases, the expansion of the zone
of gravitational influence allows more planetesimals
to be accreted, but at a slow, nearly constant rate.
Ṁenv is limited by the ability of the envelope to ra-
diate energy and contract, so this rate is also slow,
about 2–3 times that of the core. Thus the time scale
depends on the opacity in the envelope, and if grain
settling is incorporated into the calculations, it falls
in the range 0.5 to a few Myr.

• Phase 3: Rapid gas accretion. After crossover
(Mcore = Menv ≈

√
2Miso), the rate of gas ac-

cretion increases continuously, although the struc-
ture remains in quasi-hydrostatic equilibrium. Ṁenv

greatly exceeds that of the core. Eventually the point
is reached where the protoplanetary disk cannot sup-
ply gas fast enough to keep up with the contraction
of the envelope. Ṁenv, instead of being determined
by the radiation of energy by the planet, is then de-
termined by the properties of the disk in the vicinity
of the planet. Beyond this point, the accretion flow
of the gas is hydrodynamic, nearly in free fall, onto
a protoplanet which is in hydrostatic equilibrium at
a radius much smaller than Reff . The core mass re-
mains nearly constant on the time scale of the growth
of the envelope. The time scale to build up to ≈ 1
Jupiter mass (MJup) is 104-106 yr, depending on the
assumed disk viscosity.

During disk-limited accretion, the gas envelope may
be considered to consist of a hydrostatic contracting
inner region, containing almost all of the mass, plus a
hydrodynamic accretion flow of gas onto it from the
disk. The flow will be supersonic, so the boundary
condition at the outer edge of the hydrostatic region
will be determined by the properties of the shock that
forms at that interface (Bodenheimer et al., 2000). In-
terestingly enough, the properties of the shock have
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strong implications for the entropy of the gas that is
finally accreted by the forming planet. Depending
on the fraction of the incoming energy that is radi-
ated away through the shock, the entropy of accreted
gas could differ substantially. This in turn governs
the evolution of the post-formation luminosity (Mor-
dasini et al., 2012b), a quantity that could be accessi-
ble by direct imaging observations of planets.

• Phase 4: Contraction and cooling. The planet evolves
at constant mass. The main energy source is slow
contraction in hydrostatic equilibrium, while an en-
ergy sink arises from cooling by radiation. Stellar
radiation heats up the surface. Once accretion termi-
nates, there is no longer an external energy source
from planetesimal accretion, but for a planet very
close to its star, tidal dissipation and magnetic dis-
sipation may provide additional energy. If the planet
accretes a mass of ≈13 MJup, deuterium burning can
set in, providing a significant energy supply.

An example of a calculation of the first three phases is
shown in Fig. 1. The first luminosity peak represents the
maximum of Ṁcore during Phase 1, while the second peak
corresponds to the maximum disk-limited accretion rate of
gas during Phase 3. These three phases can change when
the exchange of angular momentum between the forming
planet and the disk is considered (see chapter by Baruteau
et al.). When the orbital parameters of a forming planet
change with time, its formation is clearly affected. First,
the planet can form more rapidly (all other parameters be-
ing equal), and second, its content in heavy elements is ex-
pected to be higher. It should be noted that the resulting
higher content in heavy elements, does not imply a higher
core mass, and does not require a starting point in a massive
and/or very metal-rich disk.

Alibert et al. (2004) have investigated how orbital mi-
gration of a forming planet, whatever its origin, prevents
the planet from reaching isolation. The same effect can also
appear as a result of the orbital drift of planetesimals by gas
drag. As a consequence, phase 2 as presented above is sup-
pressed, and a forming planet would transit directly from
phase 1 to phase 3. In that case the total formation timescale
is substantially reduced. This process is illustrated in Fig. 2
which shows the formation of a Jupiter-mass planet for two
models which are identical except that one assumes in situ
formation (dashed lines), while second includes planetary
migration (solid lines). In the migrating case, the initial
planetary location is 8 AU with σs = 3.2 g cm−2, and the
planet migrates down to 5 AU, where the in situ model is
computed with σs = 7.5 g cm−2. For the in situ model,
the cross-over mass is reached after ∼ 50 Myr while in the
migrating model, cross-over mass is reached in less than a
million years. One should also note that when migration
is included the total amount of heavy elements is increased
by a factor ∼ 2. Both models are computed assuming the
same disk mass, which is around three times the Minimum
Mass Solar Nebula (MMSN), compatible with disk-mass

Fig. 1.— Top: An example of the growth of a protoplanet (at
5.2 AU with σs = 10 g cm−2) by CA. The planet mass is shown
vs. time. Solid line: core mass. Dash-dot line: envelope mass.
Dashed line: total mass. Grain opacities are reduced by a factor
50 from interstellar values. Crossover mass is reached at 2.3 Myr,
and 1 MJup at 3 Myr. Bottom: The radiated luminosity vs. time.
Adapted from Lissauer et al. (2009).

estimations from observations (e.g. Andrews et al. 2011;
see Section 2.1.4).

2.1.3. Termination of accretion

Two mechanisms have been discussed for the termina-
tion of the rapid gas accretion onto a protoplanet: disk dis-
sipation and gap opening. The general picture regarding the
evolution of a disk involves a gradual reduction in disk mass
and disk gas density over a period of 2–4 Myr, after which a
relatively rapid (a few 105 yr) clearing phase occurs. If the
giant planet fully forms before the clearing phase occurs,
then the disk dissipation mechanism is not relevant. How-
ever this mechanism could work to explain the structure of
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Fig. 2.— The total mass of heavy elements (core+envelope) and
gaseous envelope (H/He) mass vs. time until cross-over mass is
reached. Solid lines: a migrating planet starting at 8 AU, without
gap formation; Dashed lines: in situ formation. Adapted from
Alibert et al. (2005a).

Uranus and Neptune (Pollack et al., 1996). The core accre-
tion time for these planets at their present orbital positions
is so long that it is very unlikely that they formed there. It
has been suggested (e.g., Tsiganis et al., 2005) that these
planets formed at closer distances, between 5 and 20 AU,
and were later scattered outward. Even at these distances
the formation time for the core could be long enough so
that substantial disk dissipation occurs during Phase 2, and
the planet never reaches the crossover mass.

For planets that reach the phase of rapid gas accretion it
seems as though gap opening is the critical factor. Once the
forming planet reaches a sufficient mass, its gravitational
influence on the disk results in a torque on disk material in-
terior to the planet’s orbit; the torque removes angular mo-
mentum from the material and allows it to move closer to
the star. At the same time a torque is also exerted on the
material external to the planet; this material gains angular
momentum and is forced to move to larger distances. In this
way a gap, or at least a disk region of reduced density, tends
to form near the planet’s orbit (Lin and Papaloizou, 1979).
However, there is an opposing effect: the viscous frictional
torque in the differentially rotating disk tends to transfer
angular momentum outwards and mass inwards; this effect
tends to fill in the gap.

The condition for a gap to open then requires that the
gravitational effect of the planet dominates over the viscous
and pressure effects (Crida et al., 2006). If RH > H (the
disk scale height), which is the normal situation for the ap-
propriate mass range, then the minimum planet mass Mp

for gap-opening is (D’Angelo et al., 2011)(
Mp

M?

)2

≈ 3παf

(
H

a

)2(
RH
a

)3

, (4)

where f is a parameter of order unity, and α is the disk
viscosity parameter. For H/a = 0.05 and α = 10−2 the
minimum estimated mass is about 0.2 MJup around a solar-
mass star. Numerical simulations of disk evolution with an
embedded planet of various masses show that by the time
this mass is reached, the gas density near the orbit has been
reduced to about 60% of the unperturbed value; at 1.0 MJup

the reduction is over 95% (D’Angelo et al., 2011).
Even after gap opening has been initiated, gas can still

flow through it and accrete onto the planet, although the rate
of accretion decreases as the gap becomes deeper and wider.
Fig. 3 shows that, depending on the viscosity, the peak in
Ṁenv occurs for a planet of mass 0.1 to 1 MJup around a
solar-mass star. However beyond that point, gas continues
to be accreted through the gap until its density is reduced by
a factor 1000, leading to a final planet mass of up to 5–10
MJup for α ≈ 4 × 10−3. Further accretion is possible if
the protoplanet has an eccentric orbit. Thus the maximum
mass of a planet appears to be close to the upper limit of
the observed mass range for exoplanets. Planets which end
up in the Jupiter-Saturn mass range, then, would have to
be explained by formation in a disk region with cold tem-
peratures (low H/a) and low viscosity, or at least in a disk
which has evolved to such conditions at the time of rapid
gas accretion. Angular momentum is expected to be trans-
ferred from the disk to the planet during the gap-opening
process, leading to a sub-disk around the planetary core
(Ayliffe and Bate, 2012). One might think that the pres-
ence of this sub-disk would slow down the accretion pro-
cess onto the planet; this effect must still be characterized,
taking into account accretion through the planet’s polar re-
gions. In any case, the limiting gas accretion rate depends,
in particular, on the disk viscosity and gas surface density.
The latter quantity is known to evolve on timescales compa-
rable to that of buildup of planetary cores (a few Myr). As a
consequence, at a time when the critical mass, i.e. the core
mass needed to initiate rapid gas accretion (e.g. Mizuno,
1980), is reached, the limiting accretion rate has decreased
by up to two orders of magnitude, compared to a classi-
cal young disk, reaching values ∼ 10−4 M⊕/yr or lower.
Under these circumstances, the accretion of 1 MJup takes
≈ 3 Myr, comparable with disk lifetimes. Such calcula-
tions have been used in order to explain the heavy element
mass in Jupiter and Saturn (Alibert et al. 2005b), as well as
the observed mass function of exoplanets (Mordasini et al.
2009a,b). An example is the model shown in Fig. 1, which
reached a final mass of 1 MJup without any assumed cutoff,
in a disk with viscosity parameter α = 4× 10−4 and a disk
lifetime of 3 Myr (Lissauer et al., 2009).
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Fig. 3.— Disk-limited gas accretion rates (M⊕/yr) vs. total plan-
etary mass for a planet at 5.2 AU around a 1 M� star in a disk
with initial gas density σg=700 g cm−2. (Solid line): disk viscos-
ity α = 4×10−3. (Dashed line): disk viscosity α = 4×10−4. At
masses below ∼0.25 MJup the actual rates fall below these curves
because they are limited by the rate at which the gaseous envelope
contracts. These rates scale as σga

2Ω, where a is the orbital dis-
tance, and Ω is the orbital frequency. Adapted from Lissauer et al.
(2009).

2.1.4. Core accretion as a function of parameters

Effect of position in disk. The presence of exoplanets
near their stars has led to the suggestion (Lin et al., 1996)
that giant planets form in the 5–10 AU region according to
the picture just discussed, but during the formation process
they migrate inwards. However one must also consider the
possibility that these planets could actually form at or near
their present locations. In the very inner regions of disks,
∼0.05 AU where the hot Jupiters are found, there are sev-
eral difficulties. First, the temperatures are high so there
is very little condensible material. Second, the typical mass
distribution in the inner disk does not provide sufficient ma-
terial to form 5–10 M⊕ cores, necessary for giant planet
formation. Third, even if a planet did form, it would very
likely migrate into the star (though outward migration may
be feasible for low mass planets; Kley et al. 2009; Hellary
and Nelson 2012). A possible way of circumventing these
problems is to build up the core by migration of planetesi-
mals or small solid objects inward through the disk and then
collecting them in the inner regions of the disk (e.g., Ward,
1997; Bodenheimer et al., 2000). Also, planet formation is
more likely in a metal-rich or massive inner disk. The third
difficulty can be averted if one assumes that the inner disk
has been cleared, for example by the stellar magnetic field,
so that the torques on the planet would be negligible.

The possibility of migration introduces an additional
complexity. In this case, it is difficult to define the forma-
tion location of a planet, since they can migrate over very

large distances, experiencing very diverse conditions in dif-
ferent parts of the disk. Nonetheless, the following facts are
still valid: (1) the solid accretion rate decreases as a func-
tion of distance, and (2) the amount of available solid mate-
rial decreases as one moves inward toward the star. If there
is no significant migration, the optimum location for core-
accretion formation of a giant planet is between 5 and 10
AU for a solar-mass star. The maximum distance at which
a giant planet can form in a minimum-mass solar nebula is
40–50 AU (Rafikov, 2011), based on the assumption of a
maximum rate of planetesimal accretion onto the core.

The effect of the mass of the star. Typical observed disk
masses decrease roughly linearly with the mass of the cen-
tral star from M? of a few solar masses down to less than
0.1 M� with a typical Mdisk/M?= 0.002-0.006 (Andrews
et al., 2013). However, observed disk masses show a large
spread at a given stellar mass, from 0.001 M� to 0.1 M�
for a 1 M� star. Furthermore, disk masses are uncertain
because they are determined from dust continuum observa-
tions, which do not measure the gas mass and which are af-
fected by uncertainty in the dust opacity. Characteristic disk
lifetimes extend from a median of 3 Myr to a maximum of
10 Myr (Hillenbrand, 2008). Separating out the disk dis-
persal times as a function of mass has proved to be difficult
(Kennedy and Kenyon, 2009), with no strong dependence
observed. As a useful first approximation, one can say that
disk lifetimes are independent of stellar mass for M? <1.5
M�, but there is a decrease in lifetimes for M? >1.5 M�,
possibly because of more effective dissipation by ultravio-
let and X-ray irradiation (see chapter by Alexander et al.).
Again, for a given stellar mass, there is a range of disk life-
times, from about 1 to 10 Myr.

If the disk mass in solids scales with stellar mass, then
the solid surface density in disks around stars less massive
than the Sun is expected to be low, leading to slower for-
mation. In addition, the dynamical time Ω−1 is longer, re-
sulting in longer accretion times. Thus it should be more
difficult to form a Jupiter-like planet at a given radial dis-
tance around a low-mass star than around a solar-mass star
(Laughlin et al., 2004), on a time scale comparable to the
characteristic 2.5 Myr lifetime of disks around low-mass
stars (Mamajek, 2009). While the existence of such a disk
is possible, the probability of forming the planet around the
low-mass star is clearly smaller than for a 1 M� star. A
similar argument, in the opposite sense, applies to stars that
are more massive than the Sun. These qualitative consid-
erations are consistent with the observed correlation that
the probability of a star hosting a planet of ∼ 0.5 MJup or
greater is proportional to M? (Johnson et al., 2010). In ad-
dition, more detailed theoretical calculations going beyond
these order of magnitude estimates, predict that giant plan-
ets are less frequent around low-mass stars (Ida and Lin,
2005; Alibert et al., 2011).

Effect of the metallicity of the star: Clearly if the metal-
licity of the star [Fe/H], increases, the metallicity of its disk
also increases. If the abundances in the grain-forming mate-
rial, namely ices, organics and silicates, increase in propor-
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tion to the iron abundance, one gets a higher σs at a given
distance around a star of higher metallicity. Indeed observa-
tions show that the planet occurrence probability at a given
iron abundance increases with the stellar silicon abundance
(Robinson et al., 2006), consistent with this picture. The
higher σs gives a shorter formation time for the core at a
given distance, with time inversely proportional to

√
σs.

However there is an opposing effect: the higher dust opac-
ity in the protoplanet’s envelope would tend to lengthen
the time for gas accretion. On the other hand the higher
dust density speeds up the process of dust coagulation and
settling, which reduces the opacity, so the envelope effect
may not be very significant. In fact the observed probabil-
ity of giant planet formation increases faster than linearly
with the metallicity. A possible explanation is that a higher
Miso gives a higher luminosity during Phase 2 and a sig-
nificantly reduced accretion time for the gas (Ida and Lin,
2004). Thus there is an increased probability that the giant
planet can form before the disk dissipates.

Clearly there are other parameters which affect the CA
process, including the disk mass (at a given stellar mass),
the disk lifetime, the disk viscosity, and the dust opacity in
the protoplanetary envelope. The first two of these effects,
along with disk metallicity, have been studied by Mordasini
et al. 2012a, while a detailed model of the last effect was
presented by Movshovitz et al. (2010).

2.2. DISK INSTABILITY

Since PPV DI studies have made large advancements in
isolating conditions that are likely to lead to disk fragmen-
tation i.e., the breakup of a protoplanetary disk into one
or more self-gravitating clumps. Recent studies show that
while the period of clump formation may be short-lived,
fragments, whether permanent or transient, can have a fun-
damental influence on the subsequent evolution of a nascent
stellar and/or planetary system. In this section, we summa-
rize the DI model for giant planet formation.

2.2.1. Disk Fragmentation

The formation of giant planets in the DI model is con-
ditioned by disk fragmentation. Disk perturbations will
grow and form density enhancements throughout regions
of a disk wherever the destabilizing effects of self-gravity
become as important as, or dominate over the stabilizing ef-
fects of pressure and shear. The threshold for the growth of
axisymmetric density perturbations in a thin gaseous disk is
given by the Toomre (1964) criterion Q = csκ/πGσg ∼ 1,
where cs is the sound speed, κ is the epicyclic frequency,
and σg is the gas surface density. The Q criterion is strictly
derived for an axisymmetric, infinitesimally thin disk, and
describes the disk’s response at a given radius to small
(linear) axisymmetric perturbations. However, it is rou-
tinely applied to global, vertically stratified disks subject to
non-axisymmetric perturbations with considerable degree
of success.

Numerous numerical studies in 2D and 3D have demon-
strated that a disk will develop spiral structure for Q . 1.7,
well before Q = 1 is reached (Durisen et al. 2007). These
non-axisymmetric perturbations are the physical outcome
of gravitational instabilities in realistic disks. They produce
disk torques and shocks that redistribute mass and angu-
lar momentum, and provide a source of heating through-
out gravitationally unstable regions. Thus, spiral arms can
act to stabilize the disk by increasing the local sound speed
and spreading the disk mass out. In contrast, radiative cool-
ing (with or without convection present) will decrease the
sound speed and destabilize the disk.

When the heating and mass transport from spiral arms
can balance cooling and/or infall of gas from the molecu-
lar cloud core when the disk is still young, persistent spiral
structure can exist in the disk. In other cases, cooling and/or
mass infall can lead to a second instability, i.e., the col-
lapse of regions of spiral arms into bound, self-gravitating
clumps. Determining whether or not clumps formed by
gravitational instability can evolve into gas giant planets re-
quires a combination of simulations that span several orders
of magnitude in densities and spatial scales.

The exact conditions that lead to a disk breaking up into
self-gravitating clumps are still under investigation. The
principal and firmly established condition is that the disk
must be strongly self-gravitating, where Q < 1.4 is nec-
essary for an isothermal disk to fragment (e.g., Nelson et
al. 1998, Mayer et al. 2004). This value is higher than the
often assumed Q < 1. For non-isothermal disks, the Q
condition alone is insufficient, and a cooling time scale is
usually used to identify regions that are expected to form
clumps. Gammie (2001) found that for 2D disks with an
adiabatic index Γ = 2, disks fragmented when β < 3 where
β = tcoolΩ and tcool is the cooling timescale. Here, Ω ≈ κ
is the local orbital frequency. Rice et al. (2005) studied this
cooling criterion in more detail and found that fragmenta-
tion occurred in 3D disks when β . 6 for γ = 5/3 and
β . 12 for γ = 7/5. While there have been suggestions
that the critical cooling timescales might be affected by the
disk’s thermal history (Clarke et al., 2007), the temperature
dependence of the cooling law (Cossins et al., 2010) and
the star and disk properties (Meru and Bate, 2011b), the β
condition for fragmentation was recently questioned anew
by Meru and Bate (2011a), who found that the cooling time
constraint was not converged with numerical resolution in
SPH studies. Additional investigations of the topic were
presented by Lodato and Clarke (2011) and Paardekooper
et al. (2011).

Meru and Bate (2012) showed that the previous non-
convergent results were due to the effects of artificial vis-
cosity in SPH codes and suggested that the critical cooling
timescale may be at least as large as β = 20 and possibly
even as high as β = 30. However, convergence between dif-
ferent codes has not yet been seen. Regardless, while the
exact value might change the radial location beyond which
fragmentation can occur, there is a growing consensus that
fragmentation is more common at large than at small disk
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TABLE 1
COMPARISON OF NUMERICAL TECHNIQUES FOR SMOOTHED PARTICLE HYDRODYNAMICS (SPH) CODES: αSPH AND βSPH ARE

COEFFICIENTS OF ARTIFICIAL VISCOSITY, Nmax IS THE MAXIMUM TOTAL NUMBER OF SPH PARTICLES USED TO REPRESENT

THE DISK, AND THE DISK THERMODYNAMICS IS CLASSIFIED AS EITHER A SIMPLE β COOLING PRESCRIPTION, OR MORE

DETAILED, FLUX-LIMITED RADIATIVE TRANSFER (RT). KEY TO REFERENCES: (1) Alexander et al., 2008 (2) Meyer et al., 2007
(3) Cha and Nayakshin, 2011 (4) Meru and Bate, 2010 (5) Meru and Bate, 2012 (6) Stamatellos and Whitworth

code αSPH βSPH Nmax thermodynamics Ref.

GADGET2 1.0 2.0 1.3× 107 β cooling 1
GASOLINE 1.0 2.0 1.0× 106 flux-limited RT 2
GADGET3 0.0 0.0 1.5× 106 β cooling 3
SPH/MPI 0.1 0.2 2.5× 105 flux-limited RT 4
SPH/MPI 0.01-10 0.2-2.0 1.6× 107 β cooling 5
DRAGON 0.1 0.2 2.5× 105 flux-limited RT 6

radii. Moreover, if the disk is still accreting gas from the
molecular core, a high mass accretion rate onto the disk
may become larger than mass transport through the disk by
spiral waves, leading to disk fragmentation in disks that are
cooling relatively slowly.

The mass of the star can also affect disk fragmenta-
tion. On one hand an increase in stellar mass will increase
the Toomre parameter via the angular frequency. On the
other hand, more massive stars are thought to harbor more
massive disks thus decreasing the Toomre parameter. In
addition, the temperature of different mass stars will also
affect the disk temperatures and hence the corresponding
Toomre parameter. The combination of these effects sug-
gests that disk fragmentation around different mass stars
is not straightforward and has to be investigated carefully.
Boss (2011) explored this effect and found that increasing
the stellar mass resulted in an increase in the number of
fragments. Boss (2006b) also showed that gravitational in-
stability can offer a mechanism for giant planet formation
around M dwarfs where CA often fails due to the long for-
mation timescales in disks around low-mass stars. How-
ever, there is not yet a consensus on the conditions that lead
to disk fragmentation. For example, Cai et al. (2008) found
that clumps are not likely to form around low-mass stars.
It is clear that follow-up studies are needed to determine
how the efficiency of disk fragmentation varies with stellar
mass. Moreover, clump evolution itself may be dependent
on the host star’s mass, further leading to observational dif-
ferences.

2.2.2. Differences Between Numerical Models of DI

One of the major difficulties in understanding the con-
ditions that lead to clump formation is that fragmentation
is inherently a highly non-linear process. While analytical
models have been presented (e.g., Rafikov, 2007; Clarke,
2009), theoretical efforts to model DI must ultimately be
done numerically. In this section we restrict attention to
numerical models, and in particular to models focused on
whether DI can lead to the formation of self-gravitating

clumps, as opposed to other processes in DI models. Fur-
ther details on the numerical methods for DI models can be
found in Durisen et al. (2007). Here we concentrate on DI
numerical models published since PPV.

Tables 1 and 2 list some of the primary differences be-
tween global numerical DI models, with the former table
listing Lagrangian, 3D smoothed particle hydrodynamics
(SPH) codes, and the latter grid-based, finite-differences
(FD) codes. The SPH codes include GADGET2 (Alexander
et al., 2008), GASOLINE (Mayer et al., 2007), GADGET3
(Cha and Nayakshin, 2011), SPH/MPI (Meru and Bate,
2010, 2012), and DRAGON (Stamatellos and Whitworth,
2008). The FD codes include FARGO (Meru and Bate,
2012; Paardekooper et al., 2011), EDTONS (Boss,2012),
CHYMERA/BDNL (Boley et al., 2007), IUHG (Michael
and Durisen, 2010), and ORION (Kratter et al., 2010a),
which is an adaptive mesh refinement (AMR) code.

Artificial viscosity (e.g., Boss, 2006a; Pickett and
Durisen, 2007) and spatial resolution (e.g., Nelson, 2006;
Meru and Bate, 2011a) have been shown repeatedly to
be important factors in the accuracy of DI numerical cal-
culations and are also not mutually exclusive (Meru and
Bate, 2012). For both FD and SPH codes, it is impor-
tant to have sufficient spatial resolution to resolve the
Jeans and Toomre length scales (Nelson, 2006), otherwise
numerically-derived fragmentation might result. FD codes
avoid this outcome by monitoring these criteria throughout
the grid, while SPH codes enforce a minimum number of
nearest neighbor particles (typically 32 or 64), in order to
minimize the loss of spatial resolution during an evolution.
For SPH codes, some of the other key parameters are the
smoothing length, h, which is variable in modern imple-
mentations, and the softening parameter used to derive the
disk’s self-gravity from that of the ensemble of particles,
the latter also having an analogous importance in grid codes
(Müller et al. 2012). Differences in the handling of radia-
tive transfer can also lead to spurious results, prompting
the testing of numerical schemes against analytical results
(Boley et al., 2007; Boss, 2009). Even indirect factors such
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as whether the central protostar is allowed to wobble to pre-
serve the center of mass of the star-disk system may have
an effect (cf., Michael and Durisen, 2010; Boss, 2012).

While SPH codes with spatially adaptive smoothing
lengths are able to follow arbitrarily high density clumps,
most of the FD codes used to date have either fixed or lo-
cally refined grids, which limits their abilities to follow
clumps in evolving disks. Pioneering DI calculations with
the FLASH adaptive mesh refinement (AMR) code have
been shown to achieve very good convergence with SPH
simulations conducted with the SPH code GASOLINE,
although only simple thermodynamics with a prescribed
equation of state was employed (Mayer and Gawryszczak,
2008). A challenge for future work is to develop AMR sim-
ulations that retain the crucial physics of the DI mechanism.

2.2.3. Efficiency of Disk Instability With Stellar/Disk
Metallicity

While more giant planets have been discovered around
metal-rich stars (Fischer and Valenti 2005, Mayor et al.,
2011) some planets have been discovered around metal-
poor hosts (e.g., Santos et al., 2011). Furthermore, disks
around low metallicity stars are dispersed more rapidly (in
. 1 Myr; Yasui et al. 2009), compared to classical T Tauri
disks which may survive for up to 10 Myr. If planets form
in such systems the process must be rapid.

Fragmentation is heavily dependent on disk thermody-
namics, which is affected by the disk opacity and mean
molecular weight. Both of these scale directly with the disk
metallicity. With recent developments of complex radia-
tive transfer models, one can try to understand the effects
of metallicity via these parameters. A decreased opacity
is equivalent to simulating a lower metallicity environment
or substantial grain growth. Cai et al. (2006) showed that
gravitational instability becomes stronger when the opacity
is reduced. This is because the cooling is more rapid in an
optically thin environment as the energy is able to stream
out of the disk at a faster rate. Earlier studies investigat-
ing the effect of opacity on disk fragmentation suggested
that varying it by a factor of 10 or even 50 had no effect
on the fragmentation outcome (Boss 2002; Mayer et al.,
2007). These were simulations carried out in the inner disk
(. 30AU) where it is optically thick and so changes of this
order did not significantly affect the cooling. On the other
hand, decreasing the opacity by two orders of magnitude al-
lowed the inner disks to fragment when otherwise identical
disks with higher Rosseland mean opacities did not (Meru
and Bate, 2010).

At large radii big opacity changes are not required for
fragmentation to occur: decreasing the opacity by a factor
of a few to one order of magnitude is sufficient to increase
the cooling rate to allow such disks to fragment when other-
wise they would not have done so with interstellar opacity
values (Meru and Bate, 2010; Rogers and Wadsley, 2012).
Nevertheless in general, when considering the effects of ra-
diative transfer and stellar irradiation, opacity values that

are lower than interstellar Rosseland mean values appear to
be required. These results suggest that in a lower metallicity
disk, the critical radius beyond which the disk can fragment
will move to smaller radii since more of the disk will be
able to cool at the fast rate needed for fragmentation. Alter-
natively, sudden opacity changes, occurring on extremely
short timescales, could be induced by the response of re-
alistic composite dust grains to spiral shocks. Using post-
processing analysis of 3D disk simulations Podolak et al.
(2011) have found that the ice shells of grains with refrac-
tory cores are rapidly lost as they pass through the shock.
This alters the grain size distribution as ice migrates be-
tween grains with different sizes, which results in a change
in the opacity to several times lower than standard values.
Since the opacity change would occur on timescales much
shorter than the orbital time, cooling would be locally en-
hanced, possibly promoting fragmentation even in the inner
disk.

Furthermore, earlier studies showed that a larger mean
molecular weight (> 2.4, i.e. solar or super-solar metal-
licity) may be required for disk fragmentation to occur as
this reduces the compressional heating (Mayer et al., 2007).
This study was carried out for the inner disk where small
opacity changes are not as important (big changes are re-
quired for any effect to be seen, as illustrated above). There-
fore the effect of a reduced compressional heating was more
important. However, varying both parameters for the outer
disk, which may be the most interesting region for disk frag-
mentation, has not yet been conducted. Variations of molec-
ular weight from the nominal solar value (∼ 2.4) to larger
values (2.6−2.7) might occur as a result of the sublimation
of ice coatings on grains as those grains pass through spiral
shocks, if the dust-to-gas ratio is increased by at least an or-
der of magnitude relative to mean nebular values (Podolak
et al., 2011). This increase could occur, e.g., through dust
migration into arms via gas drag. Further investigation of
the topic by coupling chemistry and hydrodynamical simu-
lations will be a major task of future research on DI.

Furthermore, the effects of opacity in the spiral arms
of self-gravitating disks also play an important role. Once
fragments form, their survivability needs to be considered;
it is affected by metallicity via a variety of processes that
can determine changes in the opacity inside the collapsing
clump and therefore affect its ability to cool and contract.

In summary, from a disk lifetime perspective, planet for-
mation in low metallicity systems has to occur faster than
those in high metallicity systems - making gravitational in-
stability a more viable formation mechanism in such en-
vironments than core accretion. However, a clear trend be-
tween the efficiency of planet formation via gravitational in-
stability and metallicity has not yet been established since
there are competing effects whose interplay at large radii
(where gravitational instability is more likely to operate) is
yet to be determined. For the outer disk, opacity changes
are clearly important and suggest lower metallicity favors
fragmentation. However its importance relative to the ef-
fects of the mean molecular weight and that of line cooling
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TABLE 2
COMPARISON OF NUMERICAL TECHNIQUES FOR FINITE DIFFERENCES (FD) CODES: DIMENSIONALITY IS THE NUMBER OF

DIMENSIONS IN THE SOLUTION (2D OR 3D), Cq IS A COEFFICIENT OF ARTIFICIAL VISCOSITY, Nmax IS THE MAXIMUM TOTAL

EFFECTIVE NUMBER OF GRID POINTS (INCLUDING MIDPLANE SYMMETRY), AND THE DISK THERMODYNAMICS IS CLASSIFIED

AS ISOTHERMAL, SIMPLE β COOLING, OR MORE DETAILED, FLUX-LIMITED RADIATIVE TRANSFER (RT). KEY TO REFERENCES:
(1) Meru and Bate, 2012 (2) Michael and Durisen, 2010 (3) Boley et al., 2007 (4) Boss, 2008, 2012 (5) Kratter et al., 2010A

code dimensionality Cq Nmax thermodynamics Ref.

FARGO 2D 0-2.5 5× 107 β cooling 1
IUHG 3D 3.0 2× 106 β cooling 2

CHYMERA/BDNL 3D 3.0 8× 106 flux-limited RT 3
EDTONS 3D 0.0 8× 106 flux-limited RT 4

ORION(AMR) 3D 6= 0 3× 1014 isothermal 5

is unclear. From the observational perspective the statistics
are simply too low to rule in or rule out the possibility that
gravitational instability is important at the low metallicity
end (Mortier et al., 2013).

2.2.4. Clump Evolution

The initial mass of the protoplanets that are formed via
gravitational instability is not well constrained but estimates
suggest a mass range from ∼ 1 MJup to ∼ 10 MJup (Boley
et al. 2010; Forgan and Rice, 2011; Rogers and Wadsley,
2012). This uncertainty also leads to different predictions
for the destiny of such clumps. For example, while Boley
et al. (2010) and Cha and Nayakshin (2011) find that most
clumps migrate inward and get tidally destroyed at several
tens of AU from the star, Stamatellos and Whitworth (2009)
and Kratter et al. (2010b) find that the formation of much
more massive objects is possible (brown-dwarfs of tens of
MJup) at radial distances of ∼ 100 AU from the parent star.
Global disk simulations are therefore not yet able to predict
the outcome of clump formation in a robust fashion.

After a gaseous clump has formed in the disk, its subse-
quent evolution–namely whether or not a protoplanet with
size, mass, density, and angular momentum comparable to
a giant planet arises–depends on the initial conditions of the
clump and on the nature of the formation process. Clumps
indeed start with a fairly well-constrained density and tem-
perature profile, as well as with a distribution of angular
momentum inherited from the disk material (Boley et al.
2010). Their initial composition can vary from sub-nebular
to highly-enriched compared to the star, depending on the
birth environment in which the protoplanet has formed (see
§2.2.5 for details). The composition of the clump also af-
fects the evolution since it determines the internal opacity
(see Helled and Bodenheimer, 2010). The clump should
also become convective, fully or partially, depending on its
temperature structure and composition.

Once formed, the evolution of clumps consists of three
main stages. During the first stage, the newly-formed plane-
tary object is cold and extended with a radius of a few thou-
sand to ten thousand times Jupiter’s present radius (RJup),

with H being in molecular form (H2). The clump con-
tracts quasi-statically on time scales of 104 − 106 years,
depending on mass, and as it contracts, its internal temper-
ature increases. When a central temperature of ∼ 2000 K
is reached, the molecular H dissociates, and a dynamical
collapse of the entire protoplanet occurs (the second stage).
The extended phase is known as the pre-collapse stage (De-
Campli and Cameron, 1979), and during that phase the ob-
ject is at most risk of being destroyed by tidal disruption and
disk interactions. After the dynamical collapse, the planet
becomes compact and dense, with the radius being a few
times RJup. During this third stage it is therefore less likely
to be disrupted, although the planetary object still has the
danger of falling into its parent star due to inward migra-
tion, as in the CA model. The protoplanet then continues to
cool and contract on a much longer timescale (109 years).
At this later stage, the evolution of the planet is similar for
both CA and DI.

Helled and collaborators (Helled et al. 2006; 2008;
Helled and Bodenheimer, 2010; 2011) have studied the 1D
evolution of spherically symmetric, non-rotating clumps
assuming various masses and compositions. Essentially,
similarly to CA models, a system of differential equations
analogous to those of stellar evolution is solved. These
models were used to investigate the possibility of core for-
mation and planetary enrichment, as we discuss below, and
in addition, to explore the change in the pre-collapse evo-
lution under different assumptions and formation environ-
ments. The pre-collapse timescale of protoplanets depends
on the planetary mass, composition, and distance from the
star, and it can vary from a few times 103 to nearly 106

years. These timescales are long enough that the clump
might be exposed to several harmful mechanisms while it
is still a relatively low-density object, such as tidal mass
loss during inward migration or photoevaporation by the
central star and/or by neighboring massive stars as we dis-
cuss below. However, during this stage, physical processes
such as grain settling and planetesimal capture, which can
significantly change the planetary composition, can occur.
Typically, massive planets evolve faster, and therefore have
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a higher chance to survive as they migrate towards the cen-
tral star. For massive objects (> 5 MJup), the pre-collapse
timescales can be reduced to a few thousand years if the
protoplanets have low opacity (and therefore more efficient
cooling), due to either low metallicities or due to opacity
reduction via grain growth and settling (Helled and Bo-
denheimer, 2011). Likewise the pre-collapse timescale can
be increased to more than 105 year if the metallicity is as
large as three times solar and the protoplanet has only a few
Jupiter masses.

The pre-collapse evolution of protoplanets with masses
of 3 and 10 MJup is presented in Fig. 4. As can be seen
from the figure, more massive protoplanets have shorter
pre-collapse time-scales. The initial radius increases with
increasing planetary mass, as more massive objects can be
more extended and still be gravitationally bound due to
stronger gravity. The central temperature however, is higher
for more massive bodies.
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Fig. 4.— Pre-collapse evolution of 3 and 10 MJup assuming solar
composition and Ł Ł Łinterstellar dust opacity. The luminosity,
radius, and central temperature vs. time are presented. Adapted
from Helled and Bodenheimer (2010).

3D hydrodynamical collapse simulations of clumps
formed by DI are in their early stages. In this case clumps
are identified in simulations of global, self-gravitating pro-
toplanetary disks, extracted from the disk with a numeri-
cally careful procedure, and then resampled at much higher
resolution in order to follow the collapse to much higher
densities (Galvagni et al., 2012). Such clumps possess ap-
preciable amounts of angular momentum with the highest

values being above the expected threshold for the bar in-
stability (Durisen et al., 1986). Indeed a bar-like mode
is observed to arise in the clumps with very fast rotation,
while in the others only strong spiral arms develop.

The current 3D simulations are purely hydrodynamical,
with no account for solid-gas interactions such as planetesi-
mal accretion and dust sedimentation, at variance with what
can be done with the aforementioned 1D models. Only the
solar metallicity case has been considered so far. On the
other hand, they follow, in the most general way possible,
the hydrodynamics and self-gravity of a collapsing clump,
and include also radiative cooling and compressional/shock
heating. Strong compression and shocks are not included by
construction in 1D models. Radiative cooling is employed
with different degrees of sophistication. The simulations
adopt an EOS that takes into account the rotational, vibra-
tional, and dissociation modes of H2, and employ a sim-
ple cooling function (Boley et al., 2010), that interpolates
between optically thin and optically thick regimes. In the
study by Galvagni et al. (2012) the pre-collapse timescales
were found to be ∼1000 years, comparable to the shortest
found in 1D calculations.

Opacity/Metallicity and the Contraction Of Protoplanets

The opacity plays an important role also in terms of cool-
ing during the post-formation contraction. Thus, metal-
licity has a direct impact on the pre-collapse evolution of
the newly-formed planets, and possibly on their survival.
Helled and Bodenheimer (2011) have shown that when the
planetary opacity is scaled with the stellar metallicity, the
pre-collapse timescale is proportional to planetary metallic-
ity. Shorter pre-collapse stages of metal-poor protoplanets
can support their survival. Metal-rich protoplanets are more
vulnerable to destruction; however, if they do manage to
survive, they have a better opportunity to accrete solid plan-
etesimals and form heavy-element cores.

When grain coagulation and sedimentation are included,
it is found that the pre-collapse stages are significantly
shorter for all the planetary masses and metallicities consid-
ered. The time scale is found to be ∼ 103 years for masses
between 3 and 7 MJup, and is relatively insensitive to plan-
etary composition (Helled and Bodenheimer, 2011). It is
found that the pre-collapse evolution of a metal-rich pro-
toplanet can actually be shorter than that of a metal-poor
planet, a result of very efficient opacity reduction caused
by the larger amounts of grains initially present in the at-
mosphere, leading to rapid grain growth and settling. The
shorter time scales lead to two consequences: (1) a reduc-
tion in the risk of clump disruption, and (2) smaller final
masses, because clumps accrete gas (and solids) most ef-
ficiently during their early evolution. On the other hand,
the short times would lead to less-significant enrichment
with heavy elements, at least via planetesimal capture, and
would suppress the formation of cores in these objects.
Whether DI or CA, the outcome of planet formation seems
to be driven by solids.
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The Effect of the Disk on the Planetary Evolution

Recently, Vazan and Helled (2012) modeled the pre-
collapse evolution of protoplanets coupled directly to disk
models and explicitly included accretion onto the proto-
planet. The change in the pre-collapse timescale of a
Jupiter-mass protoplanet for various radial distances was
presented, and it was found that 1 MJup protoplanet can-
not evolve and contract at radial distances smaller than∼11
AU due to the influence of the disk. This is due to the suf-
ficiently high pressure and temperature of the disk, which
prevent the protoplanet from contracting to reach a dynam-
ical collapse and to become a gravitationally bound object.
While the exact radial distance for which contraction is no
longer possible depends on the assumed disk model, the re-
sults of Vazan and Helled (2012) suggest that the presence
of the disk has a non-negligible effect on the planetary evo-
lution, and that the pre-collapse timescale of protoplanets
can significantly lengthen for protoplanets as they get closer
to the star. The pre-collapse evolution timescale of a 1 MJup
protoplanet, with solar composition and interstellar grain
opacity, was found to range between 105 and 106 years for
radial distances between 50 and 11 AU, respectively. A
Saturn-mass protoplanet was found to dissipate at a radial
distance of ∼ 12 AU, while 3 MJup and 5 MJup protoplanets
are found to dissipate only at 9 AU, and 7 AU, respectively.
Clearly, the influence/presence of the protoplanetary disk is
less significant for more massive protoplanets.

Since protoplanets are embedded in the gaseous disk,
gas can be accreted as they evolve, therefore, the effect of
gas accretion on the planetary evolution was investigated as
well. It was shown that an increase of mass due to efficient
gas accretion results in a faster contraction. It is also found
that the planetary location has no significant influence on
the planetary evolution when high accretion rates are con-
sidered. High accretion rates lead to significantly higher lu-
minosity which lead to shorter pre-collapse timescales (see
Vazan and Helled, 2012 for details).

The conclusion of Vazan and Helled (2012) that the for-
mation of planets by DI is limited to relatively large ra-
dial distances is in good agreement with previous research
(Rafikov, 2007; Boley, 2009), but for the first time, it was
based on planetary evolution considerations. However, if
protoplanets are formed at large radial distances and mi-
grate inward after the dynamical collapse, when the pro-
toplanets are denser and more compact, the planets could
survive at small radial distances. Alternatively, protoplan-
ets could form and survive at small radial distances if their
initial masses are sufficiently large (>> 1 MJup).

Clump Migration in Gravitationally Unstable Disks

The angular momentum exchange and resulting migra-
tion of planets in gravitationally unstable disks varies no-
ticeably from migration in laminar disks. Both Baruteau
et al. (2011) and Michael et al. (2011) found, using in-
dependent methods, that planets in gravitationally unsta-
ble disks can migrate rapidly inward on roughly Type I

migration timescales (a few orbital times). In addition to
the usual torques that are exerted on planets, stochastic
torques are present due to disk turbulence, which may kick
a planet inwards or outwards (the effects of such stochas-
tic kicks are greater for lower mass planets). Furthermore,
there are some indications that planets may stall (Michael
et al., 2011) or even open gaps in the disk (Zhu et al., 2012;
Vorobyov, 2013), resulting in slower migration; although,
the opening of clear gaps is not efficient for planets even as
massive as 5 MJup due strong turbulence in the disk result-
ing from gravitational instabilities and the stochastic orbital
evolution of the planet (e.g., Baruteau et al., 2011). More-
over, the evolution of the planet itself can also affect the mi-
gration history. For example, mass-losing planets may suf-
fer from an outward torque resulting in outward migration
(Nayakshin and Lodato, 2012). Clearly, giant planet forma-
tion models that include planetary evolution and migration
self-consistently are required to provide a more complete
picture on the formation and evolution of DI planets.

2.2.5. Composition of Protoplanets

Planets formed by DI are often thought to have stellar
abundances. Recent studies, however, show that the com-
position of DI planets can range from sub- to super- stellar.

Metal enrichment from birth

Spiral structure creates local gas pressure maxima that
can collect solids through aerodynamic forces (e.g., Wei-
denschilling, 1977; Rice et al., 2006; Clarke and Lodato,
2009), increasing the local solids-to-gas ratio. Spiral arms
also act as local potential minima, which, when coupled
with gas dissipation, can also help to maintain a high solid
concentration. Because clumps are born from the fragmen-
tation of spiral arms, they have the potential to form in re-
gions of high solid concentrations. Hydrodynamics sim-
ulations with gas-solid coupling show that fragments can
indeed be born with super-stellar metallicities (Boley and
Durisen, 2010; Boley et al., 2011). However, the degree
of enrichment strongly depends on the size distribution of
solids. Very small solids will be well-entrained with the gas,
and will not show a high degree of concentration, while very
large solids have long coupling timescales, and are not ex-
pected to be captured by transient non-axisymmetric struc-
ture, such as spiral arms. The stopping time of a solid in
a gaseous disk ts ∼ ρss/(ρgcs) for a solid of size s with
internal density ρs embedded in a gas with density ρg and
sound speed cs. Solids that are expected to have the great-
est degree of trapping in spiral structure have stopping times
that are within a factor of a few of their orbital period. In
a self-gravitating disk, maximum trapping corresponds to
rock-size objects (10’s of cm) and boulders (∼ 100 m).

If most of the solids are in the 10 cm to 100 m size range,
clumps can be enhanced at birth by factors of ∼1.5 - 2 (Bo-
ley and Durisen, 2010). The overall enhancement is non-
trivial, but fairly modest because some solid-depleted gas
becomes mixed with the spiral arm during the formation of
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the clump. On the other hand, if most of the solids are in
km-size objects or larger, then depletion at birth may actu-
ally be a possibility, as the solids do not necessarily follow
the contraction of gas. The type of object that forms initially
depends, in part, on the evolution of solids.

Metal enrichment via planetesimal capture

Another mechanism in which DI planets can be enriched
with heavy elements is planetesimal accretion. Clumps that
form in the disk are surrounded by planetesimals which are
affected by the gravitational field of the protoplanet and can
therefore capture a large portion of solid material. Helled
et al. (2006) and Helled and Schubert (2009) have shown
that the final composition of the protoplanet (clump) can
vary substantially when planetesimal capture is considered.
The available solid mass for capture depends on the solid
surface density σs at the planetary location. This density
changes with the disk mass, its radial density profile, and
stellar metallicity. The total available mass of solids in the
planet’s feeding zone depends strongly on a, on the radially
decreasing σs(a), and weakly on the planetary mass. The
actual planetary enrichment depends on the ability of the
protoplanet to capture these solids during its pre-collapse
contraction. The final mass that can be captured also de-
pends on the physical properties of the planetesimals such
as their sizes, compositions, and relative velocities.

The planetesimal accretion rate is given by equation (1),
but here the capture radius is significantly larger. Enrich-
ment by planetesimal capture is efficient as long as the pro-
toplanet is extended (a few tenths of an AU). It then fills
most of its feeding zone, so planetesimals are slowed down
by gas drag, and are absorbed by the protoplanet. There-
fore the longer the clump remains in the pre-collapse stage,
the longer the clump will be able to accrete. Helled et al.
(2006) have shown that a 1 MJup protoplanet at 5.2 AU with
σs = 10 g cm−2 could accrete up to 40 M⊕ of heavy ele-
ments during its pre-collapse evolution. Helled and Schu-
bert (2009) have shown that a 1 MJup protoplanet formed
between 5 and 30 AU can accrete 1–110 M⊕ of heavy ele-
ments, depending on disk properties, and concluded that the
final composition of a giant planet formed by DI is strongly
determined by its formation environment.

Enrichment of massive protoplanets at large radial dis-
tances such as those discovered around HR 8799 (Marois et
al., 2008), where planets are likely to form by DI, has been
investigated by Helled and Bodenheimer (2010). Since the
timescale of the pre-collapse stage is inversely proportional
to the square of the planetary mass, massive protoplanets
would have less time to accrete solids.

Clearly, the final composition of protoplanets can change
considerably depending on the ’birth environment’ in which
the planet forms. The large variations in heavy element en-
richment that are derived under different assumed physi-
cal conditions could, in principle, explain the diversity in
the derived compositions of gas giant exoplanets. Since
higher surface density leads to larger heavy element enrich-

ments, the DI scenario is also consistent with the correlation
between heavy element enrichment and stellar metallicity
(Guillot et al., 2006; Burrows et al., 2007), highlighting the
danger in assuming that metallicity correlations are prima
facie evidence in support of the core accretion model. Note,
however, that the correlation between the probability of de-
tection of a giant planet and the metallicity of the star is a
separate issue.

Enrichment through tidal stripping

Another mechanism which can lead to planetary en-
richment in the DI scenario is enrichment through tidal
stripping, which is one outcome of the tidal disrup-
tion/downsizing hypothesis (Boley et al. 2010; 2011;
Nayakshin, 2010). Clumps create significant potential wells
that allow solids to settle toward their center. This set-
tling can lead to the formation of heavy-element cores (see
§2.2.6), which will deplete the outer envelope of the clump.
If the clump can be stripped of this metal-poor gas, the final
object can become significantly enhanced in metals, pro-
ducing objects that have extremely massive cores for their
bulk mass (e.g, HAT-P-22b). These Brobdingnags may be
a natural outcome of the DI model for the following rea-
sons. (1) Clumps that form through fragmentation roughly
fill their Hill sphere, to a factor of a few. At distances of
∼ 100 AU, this implies initial clump sizes∼ 5 AU. Clumps
are highly susceptible to migration through the disk via
clump-clump scattering (Boley et al. 2010) and clump-disk
torques (Baruteau et al. 2011; Michael et al. 2011). If the
inward migration rate is faster than the contraction rate, the
clump can overfill its Hill sphere, resulting in significant
mass loss. If solid settling has occurred by this time, this
overflow will preferentially remove metal-poor gas.

The various mechanisms for planetary enrichment in the
DI model are much more efficient when the planets are
formed in a metal-rich environment, i.e., around metal-rich
stars.

2.2.6. Core Formation

Protoplanets formed by DI can still have cores in their
centers. However, unlike in the CA model, the existence of a
core is not directly linked to the formation mechanism, and
the core can also form after the formation of the planet. One
way in which cores can form is via enrichment from birth.
Boley and Durisen (2010) and Boley et al. (2011) have
shown (building on the work of Rice et al., 2004; 2006)
that the solids which are collected by the forming planets
tend to concentrate near the center, and can therefore end
up as heavy-element cores.

Another way in which cores can be formed is via grain
coagulation and settling. During the pre-collapse evolution
the internal densities and temperature are low enough to
allow grains to coagulate and sediment to the center (De-
Campli and Cameron, 1979; Boss, 1997). Both of these
studies, however, assumed that the planetary interior is ra-
diative while now protoplanets are found to be convective

14



(Wuchterl et al., 2000; Helled et al., 2006). A detailed anal-
ysis of coagulation and sedimentation of grains of various
sizes and compositions in evolving protoplanets including
the presence of convection have been presented by Helled
et al. (2008) and Helled and Schubert (2008). It was con-
firmed that silicate grains can grow and sediment to form a
core both for convective and non-convective envelopes, al-
though the sedimentation times of grains with sizes smaller
than about 1 cm are substantially longer if the envelope is
convective. The reason is that grains must grow and decou-
ple from the convective flux in convective regions in order
to sediment to the center. Small icy/organic grains were
found to dissolve in the planetary envelope, not contribut-
ing to core formation. Settling of volatiles into the plan-
etary center is possible only if their sizes are sufficiently
large (meters and larger).

The settling timescale for solids in a given clump can be
roughly estimated by assuming that solids will move inward
at their terminal speed, which is roughly gts, where g is the
gravitational acceleration. Consider a 3 MJup clump with a
size of ∼ 3 AU. The corresponding pre-collapse evolution
is of the order of 104 years. These values are meant only
to highlight one of many possible configurations. The av-
erage density for this structure is ρ̄ ∼ 2 × 10−11 g cm−3,
with average temperature T̄ ∼ mpµGM/(kR) ∼ 250 K,
where mp and µ are the proton mass and the mean molec-
ular weight (2.33 here), respectively. Using these values,
the radial settling speed is, to within factors of order unity,
vr ∼ −[ρss/(ρgca)]GM/R2. For our envisaged clump,
vr ∼ 7 × 10−4 AU/yr for s ∼ 1 cm and ρs ∼ 3 g cm−3.
Settling can take place within a few 103 years, in principle,
before a clump collapses due to H2 dissociation, opening up
the possibility of enriching a clump through tidal stripping
of metal-poor gas. Understanding how convection and dust
evolution alter this simple picture requires detailed simula-
tions.

A third mechanism for core formation is settling of larger
bodies, i.e. planetesimals that are captured by the proto-
planet. Core formation is favorable in low-mass proto-
planets due to their longer contraction timescales which al-
lows more planetesimal accretion. In addition, they have
lower internal temperatures, and lower convective velocities
which support core formation (Helled and Schubert, 2008).
The final core mass changes with the planetary mass, the
accretion rate of solids (planetesimals), and radial distance.
If planetesimals are captured during the pre-collapse stage,
they are likely to settle to the center, and therefore increase
the core mass significantly. As a result, there is no sim-
ple prediction for the core masses of giant planets in the
DI model, however simulations suggest a possible range of
zero to hundred M⊕. In addition, it seems that the cores are
primarily composed of refractory materials with small (or
no) fractions of volatile materials (ices/organics). If grain
settling works together with, e.g., enrichment at birth, then
it may be possible to form much larger cores than what one
would expect from pure settling.

2.2.7. Mass Loss

Protoplanets formed by DI could lose substantial enve-
lope mass, which can lead not just to enrichment through
removing dust-depleted gas, but might also lead to for-
mation of rocky cores/planets (Nayakshin, 2010; Boley et
al., 2010). The cooling and migration timescales determine
the degree of mass loss that can occur and where in the disk
mass loss can commence.

The planet-star separation at which the mass loss com-
mences depends on the mass and the age of the protoplanet,
as well as the conditions in the protoplanetary disk itself. If
H is still predominantly molecular in the protoplanet (very
young and/or relatively less massive, e.g., Mp

<∼ 5 MJup
planet), then disruption is likely to occur at distances of
∼ 1 AU, although the survival of clumps at this evolu-
tionary stage and this distance has been shown to be un-
likely (Vazan and Helled, 2012). If the planet is additionally
puffed up by the internal energy release such as a massive
core formation (Nayakshin and Cha, 2012) or by external ir-
radiation (Boss et al., 2002) then tidal disruption may occur
at much greater distances, e.g., tens of AU where clumps
are more likely to exist.

On the other hand, if the protoplanet is far along in its
contraction sequence (more massive Mp

>∼ 10 MJup and/or
older protoplanets), then it may be in a ”second stage”,
where H is atomic and partially ionized. In this case the
protoplanet is at least an order of magnitude more compact
and cannot be tidally disrupted unless it migrates as close
as ∼ 0.1 AU to its star (Nayakshin, 2011). It has been sug-
gested that such tidal disruption events may potentially ex-
plain the population of close-in planets, both terrestrial and
giant (seeNayakshin, 2011 and references therein).

Because fragments become convective as they contract
their internal structure can be approximated by a polytrope
with n = 2.3, which is appropriate for a mixture of hy-
drogen and helium. In this regime, molecular protoplan-
ets should have runaway disruptions, leaving behind only
the much denser parts, e.g., the cores. On the other hand,
tidal disruptions of protoplanets in the immediate vicin-
ity of the protostar, e.g., at <∼ 0.1 AU, are much more
likely to be a steady-state process. Nayakshin and Lodato
(2012) suggest that the protoplanets actually migrate out-
ward during this process. The accretion rates onto the
protostars during a tidal disruption process are as large as
∼ 10−4 M� yr−1, sufficiently large to present a natural
model to explain the FU Ori outbursts of young protostars
(Hartmann and Kenyon, 1996; Vorobyov and Basu, 2006;
Boley et al., 2010).

3. POST-FORMATION EVOLUTION

The formation phase of a giant planet lasts for ∼ 104 −
106 years, depending on the formation model, while the fol-
lowing phase of slow contraction and cooling takes place
over billions of years. Thus it is the latter phase in which
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an exoplanet is most likely to be detected. The salient fea-
tures are the gradual decline in luminosity with time, and
the mass-luminosity relation which gives luminosity of a
planet roughly proportional to the square of the mass, so
the prime targets for direct detection are relatively massive
planets around the younger stars.

After accretion is terminated, the protoplanet evolves at
constant mass on a time scale of several Gyr with energy
sources that include gravitational contraction, cooling of the
warm interior, and surface heating from the star. The latter
source is important for giant planets close to their stars be-
cause the heating of the surface layers delays the release of
energy from the interior and results in a somewhat larger
radius at late times than for an unheated planet. For giant
planets close to their stars, tidal dissipation in the planet,
caused by circularization of its orbit and synchronization
of its rotation with its orbital motion, can provide a small
additional energy source (Bodenheimer et al., 2001). In ad-
dition, magnetic field generation in close-in planets can re-
sult in Ohmic dissipation in the interior leading to inflation
(Batygin and Stevenson, 2010).

The initial conditions for the final phase depend only
weakly on the formation process. In the DI model the evolu-
tion goes through a phase of gravitational collapse induced
by molecular dissociation, and equilibrium is regained, 105

to 106 yr after formation, at a radius of only 1.3 RJup for
the case of 1.0 MJup (Bodenheimer et al., 1980). In the
case of CA models, calculations (Bodenheimer and Pollack,
1986; Bodenheimer et al., 2000) show that after the forma-
tion phase, which lasts a few Myr, the radius declines to
≈ 1010 cm, or 1.4 RJup, on a time scale of 105 yr for 1
MJup. This comparison has not been made, however, forŁ
planets in the 10 MJup range.

An important point is that in both cases there is an ac-
cretion shock on the surface of the planet. In the case of DI
it occurs during the collapse induced by molecular dissoci-
ation. The outer layers accrete supersonically onto an inner
hydrostatic core. In the case of CA it results from accre-
tion of disk material onto the protoplanet during the phase
of rapid gas accretion when the planetary radius is well in-
side the effective radius. The heat generated just behind the
shock escapes the object by radiation through the infalling
envelope. Thus much of the gravitational energy liberated
by the infalling gas does not end up as internal energy of the
planet: it is lost. The planet starts the final phase of evolu-
tion in a stage of relatively low entropy, sometimes referred
to as a cold start. The actual entropy of the newly-formed
planet is somewhat uncertain, as it depends on the details of
how much energy is actually radiated from behind the shock
and how much is retained in the interior of the planet.

However many numerical simulations do not take into
account the formation phase in the calculation of the final
contraction phase. They simply assume that the evolution
starts at a radius 2–3 times that of the present Jupiter, and
assume the model is fully convective at that radius. The
shock dissipation and radiation of energy is not taken into
account, and the result is that the initial models are warmer

and have higher entropy than the ‘cold start’ models. They
are known as ‘hot start’ models. After a certain amount
of time, both types of models converge to the same track
of radius or luminosity versus time, but at young ages the
results under the two assumptions can be quite different,
depending on the mass of the planet. Jupiter-mass planets
converge to the same track after 20 Myr; however 10 MJup

planets take over 109 yr to converge (Marley et al., 2007).
Thus young, relatively massive planets calculated according
to the ‘cold start’ are considerably fainter than those, at the
same age, calculated with the ‘hot start’.

Note that it is often assumed that, as a result of gas ac-
cretion through a shock, planets formed by CA finish their
formation with lower luminosities than planets formed via
DI. This conclusion, however, depends (i) on the efficiency
of energy radiation through the shock, and (ii) on the core
mass of the planet at the end of accretion. Mordasini et
al. (2012b) show that a CA calculation in which no energy
is radiated from the shock produces a model very close to
a ’hot start’. Furthermore, ’cold start’ calculations show
that the entropy and luminosity of a planet after formation
depend on its core mass (Bodenheimer et al., 2013). For
example, a 12 MJup planet (which is in the suspected mass
range for directly imaged exoplanets), just after formation,
could have a luminosity ranging from log L/L� = −4.8
to -6.6, corresponding to core masses ranging from 31 to
4.8 M⊕. For lower final masses or higher core masses, the
luminosities can be even higher (Mordasini, 2013). In fact,
both formation models could result in either ”cold” or ”hot”
starts. In order to better understand the evolutions of giant
planets when accretion and shock calculations are included
the development of 3D hydrodynamical models is required.

Future planetary evolution models should include phys-
ical processes such as core erosion, rotation, settling, etc.,
which are typically not included in evolution models due
to their complexity. Such processes could change the con-
traction histories of the planets as well as the final internal
structure. While we are aware of the challenge in including
such processes in planetary evolution models, we hope that
by the next Protostars and Protoplanets chapter on giant
planets, progress in that direction will be reported.

4. SUMMARY OF GIANT PLANET FORMATION
MODELS

4.1. Core Accretion

A giant planet forming according to the CA model goes
through the following steps.

• Accretion of dust particles and planetesimals results
in a solid core of a few M⊕, accompanied by a very
low mass gaseous envelope.

• Further accretion of gas and solids results in the mass
of the envelope increasing faster than that of the core
until a crossover mass is reached.

• Runaway gas accretion occurs with relatively little
accretion of solids.

16



• Accretion is terminated by tidal truncation (gap for-
mation) or dissipation of the nebula.

• The planet contracts and cools at constant mass to its
present state.

The strengths of this scenario include
1. The model can lead to both the formation of giant and

icy planets.
2. The model can explain the correlation between stellar

metallicity and giant planet occurrence and the corre-
lation between the stellar and planetary metallicity.

3. The model is consistent with the enhancement of the
heavy element abundances in Jupiter, Saturn, Uranus
and Neptune.

4. The model predicts that giant planets should be rare
around stars with lower mass than the Sun. There
are in fact some giant planets around low-mass stars,
but the frequency (for masses above 0.5 MJup) is only
about 3% for stars of about 0.5 M� (Johnson et al.,
2010), at solar metallicity.

5. The long formation time, caused by the slow gas ac-
cretion during Phase 2 can be considerably reduced
when the effect of grain settling and coagulation on
the dust opacity is taken into account (Movshovitz et
al., 2010). Similarly, including migration resulting
from disk-planet angular momentum exchange can
suppress phase 2, therefore decreasing substantially
the formation time.

A number of problems also emerge:

1. The model depends on the processes of planetesimal
formation and early embryo growth which are poorly
understood.

2. The time scale for orbital decay of the planet due
to type I migration, although uncertain, may still be
shorter than the time required to build up the core to
several M⊕. Further details on these processes are
described in the chapter by Baruteau et al.

3. The model faces extreme difficulties in explaining
planets around stars of very low heavy-element abun-
dance or massive giant planets at radial distances
greater than about 20 AU.

4. In the absence of migration the formation time scale
is close to the limits imposed by observations of pro-
toplanetary disks.

5. Final envelope abundances and gas giant formation
time scales are dependent on the dynamics of plan-
etesimals which is still very uncertain.

6. The opacity of the envelope plays a critical role in gas
giant planet formation time scales. The actual opacity
of accreted gas onto a growing gas giant and the role
grain growth plays in the evolution of solids in the
envelope still have significant uncertainties.

4.2. Disk Instability

While as old as the CA paradigm, if not older, DI is
taking considerably longer to mature as a theory. In part
this is due to the complexities of understanding the condi-
tions under which disks can fragment, but is also in part due
to the realization that additional branches of the theory are
required, including recognizing possible paths for forming
rocky objects.

Generally speaking, the main weakness of the DI model
is the uncertainty regarding whether clumps can indeed
form in realistic disks, and even if they do form, it is not
clear if they can actually survive and evolve to become grav-
itationally bound planets. Giant planet formation by DI is
conditioned by:

• Disks must at some point become strongly self-
gravitating. This can be achieved by mass loading
sections of a disk through accretion of the protostel-
lar envelope or through variations of the accretion
rate in the disk itself.

• There must be significant cooling in the disk to in-
crease the likelihood of fragmentation of spiral struc-
ture, although the exact limits are still being explored.

The main advantages to this mechanism are:

1. Fragmentation can in principle lead to a variety of
outcomes, including gas giants with and without
cores, metal rich and metal poor gas giants, brown
dwarfs, and possibly terrestrial planets. These var-
ious outcomes depend on a complex competition
between the cooling, dust coagulation and settling,
accretion, and disk migration time scales.

2. Planet formation can begin during the earliest stages
of disk evolution, well within the embedded phase.

3. DI may lead to many failed attempts at planet forma-
tion through fragmentation followed by tidal disrup-
tion, which could be linked with outburst activities of
young protoplanetary disks, as well as to the process-
ing of some of the first disk solids.

4. DI can take place at large disk radii and in low metal
environments, consistent with the HR 8799 (Marois
et al., 2008) planetary system.

The main disadvantages of this mechanism are:

1. The exact conditions that can lead to disk fragmenta-
tion and the frequency of real disks that become self-
gravitating are not well understood.

2. Even if protoplanets can be formed by DI, whether
they can survive (both tidal disruption and rapid
inward migration) to become gravitationally bound
planets is still questionable.

3. The model cannot easily explain the formation of
intermediate-mass planets.

4. The model does not provide a natural explanation for
the correlation of giant planet occurrence and stellar
metallicity.
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5. Grain evolution is a principal branching mechanism
for the different types of objects that form by DI.
Thus, a predictive model for DI cannot be developed
without a more complete model of grain physics.

6. The detailed effects of mass accretion onto clumps
and mass removal by tides must still be explored.

7. As summarized above for CA, the detailed interac-
tions between clumps and planetesimals, if present,
must be further developed.

4.3. Core Accretion and Disk Instability: Complemen-
tarity

CA and DI are not necessarily competing processes. DI
is likely most common during the early embedded phases
of disk evolution (∼ few 105 yr), while CA occurs at later
stages (∼ few Myr). In this view, DI could represent the
first trials of planet formation, which may or may not be
successful. If successful, it does not preclude formation by
CA at later stages.

CA may be the dominant mechanism for forming ice gi-
ants and low-mass gas giants, while DI may become sig-
nificant for the high end of the mass distribution of giant
planets. Nevertheless, it seems possible that both scenarios
can lead to the formation of an object on either end of the
mass spectrum.

Overall, CA explains many of the properties of Solar
System planets and exoplanets. Nevertheless, a number of
exoplanets cannot naturally be explained by the CA model
such as giant planets at very large radii and planets around
metal-poor stars, both of which have been observed. Mod-
els of both CA and DI are continuously rejuvenating, and
we hope by PPVII will have a better understanding of the
types and relative frequency of planets under those two
paradigms.

5. GIANT PLANET INTERIORS

5.1. The Giant Planets in the Solar System

Although there are now hundreds of known giant exo-
planets, we can usually measure only the most basic pa-
rameters: their mass and/or radius. While the mean density
is a powerful diagnostic, it is insufficient to give a detailed
picture of the planetary interior. At present, only the planets
in our own Solar System can be studied in sufficient detail
to allow us to form such a picture. Details of these model-
ing efforts are presented in the chapter by Baraffe et al. but
because the results of such models are of great importance
in helping us constrain formation scenarios, we devote this
section to looking at some of the difficulties and limitations
of interior models.

Models of the planetary interior have three main compo-
nents that can be characterized as simple physics, complex
physics, and philosophy. In addition, the issues that need to
be considered in each of these components will be different
for the class of bodies that are mostly H-He, like Jupiter and

Saturn, than for the class comprising Uranus and Neptune.
The latter contain substantial amounts of H-He as well, but
the bulk of their mass is high-Z material.

5.1.1. The Gas Giants: Jupiter & Saturn

Simple Physics

The basic components of any model are the conservation
of mass and of momentum. The former is written as

dM

dr
= 4πr2ρ(r) (5)

where M(r) is the mass contained in a sphere of radius r
and ρ(r) is the density at r. Conservation of momentum is
simply an expression of force balance, and is given by

dP

dr
= −GM(r)ρ(r)

r2
+

2

3
ω2rρ(r) (6)

where P is the pressure, and ω is the rotation rate. The
second term on the RHS is an average centrifugal term that
is added to allow for the effect of rotation. For Jupiter this
amounts to a correction of ∼2% in the interior, rising to
∼5% near the surface. For Saturn it is about twice that.
For Uranus and Neptune it is less than 1% except near the
surface. As the inputs to the models become more precise,
eqs. (5) and (6) must be replaced by their 2-D versions.

Complex Physics

A description of how the temperature changes within the
planet must be added to the framework described above,
and this, in turn, depends on the mechanism of energy trans-
port. Hubbard (1968) showed that in order to support the
high thermal emission observed for Jupiter, most of its inte-
rior must be convective, and therefore this region can be
well represented by an adiabat. It is generally assumed
that the same is true for Saturn. Although Guillot et al.
(1994) have suggested the possibility that Jupiter and Saturn
might have radiative windows at temperatures of ∼2000 K,
and Leconte and Chabrier (2012) have studied how com-
position gradients can modify the usual adiabatic gradient
through double diffusive convection, the assumption of a
strictly adiabatic temperature gradient is still quite standard.

Even with the assumption of an adiabatic temperature
gradient, there is still the non-trivial problem of computing
the density profile. Equations of state have been measured
experimentally for H, He, H2O, and some additional mate-
rials of interest, but there are still large uncertainties in the
experiments themselves and in their theoretical interpreta-
tion (e.g., Saumon et al., 1995; Nettelmann et al., 2008;
Militzer et al., 2008). This leads to significant uncertain-
ties in, for example, the estimated core mass of Jupiter and
Saturn. The lack of knowledge on the depth of differential
rotation in Jupiter and Saturn also introduces a major source
of uncertainty to structure models.

Another feature that is difficult to model is the effect
of the magnetic field. The effects in Jupiter and Saturn
are expected to be small, and have mostly been ignored,
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but as measurements improve, including magnetic effects
will become necessary. These will include pressure effects
that must be added to eq. (6), as well as contributions to
the viscosity that will affect the convective motions, and,
as a result, the temperature gradient. These motions may
also contribute to differential rotation in these planets, and
may themselves be driven by differential rotation. In return,
magnetic field modeling may eventually allow us to set use-
ful limits on location of conductive regions of the planet’s
interior (e.g., Stanley and Bloxham, 2006; Redmer et al.,
2011), and on the extent of the differential rotation.

Philosophy

Perhaps the most difficult aspect of modeling is the
choice of overall structure and composition. Traditional
models of Jupiter and Saturn assumed a core of heavy ma-
terial surrounded by a H-He envelope with some additional
high-Z component (Podolak and Cameron, 1974; Saumon
and Guillot, 2004), but more recent models have divided
the envelope into a heavy element rich layer under a layer
with more nearly solar composition (Chabrier et al., 1992;
Guillot, 1999; Nettelmann et al., 2012). The motivation
for dividing the envelope is based on the idea that at high
pressures not only does H change from the molecular to the
metallic phase, but He may become immiscible in H and
rain out to the deeper interior (Stevenson, 1975; Wilson and
Militzer, 2010). The depletion of He in Saturn’s upper at-
mosphere has been observed (Gautier et al., 2006) and He
rain has been advanced as an explanation for Saturn’s high
thermal emission (Fortney and Nettelmann, 2010).

The assumption of a core was originally based on the
need to match the low gravitational quadrupole moments
of these planets (Demarcus, 1958). This assumption was
later strengthened by the CA model, which requires a large
heavy element core to initiate the capture of a H-He enve-
lope. However, for both Jupiter and Saturn, interior models
without cores can be found. This highlights the fact that the
model results are due in part to the underlying picture used
by the modelers in deriving their results. This has led to a
second general approach to interior modeling where some
function is assumed for the density distribution as a func-
tion of radius, and the free parameters of this function are
chosen to fit the observables such as the average density,
and the moments of the gravitational field. One then tries
to interpret this density distribution in terms of composition
using equations of state.

Ambiguities in the Models

The reason the core mass varies so widely can be under-
stood by considering a simplified toy model in which the
density distribution is given by

ρ(r) = ρc r ≤ Rc
ρ(r) = ρ0

[
1−

( r
R

)α]
r > Rc (7)

whereRc is the core radius, R is the planet’s radius, and ρc,
ρ0, and α are constants. α = 2 gives a fair representation

of Jupiter’s density distribution as derived from detailed in-
terior models. Once the core density ρc is chosen, Rc and
ρ0 are found by requiring that the distribution reproduce
Jupiter’s mass and inertia factor which are determined us-
ing the Radau approximation (Podolak and Helled, 2012).
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Fig. 5.— Density vs. radius for a realistic Jupiter model (solid
curve), a toy model with ρc=10 g cm−3 (dashed curve) and a toy
model with ρc=100 g cm−3 (dotted curve). Although the core den-
sities differ greatly, the densities for r & 0.5 are nearly identical.

As can be seen from Fig. 5, ρc = 10 g cm−3 (dashed)
or ρc = 100 g cm−3 (dotted) give nearly identical values
for the envelope’s density, and this density distribution is
very similar to one derived using realistic equations of state
and matching the observed gravitational moments (solid).
In other words, not only are the mass and moment of in-
ertia insufficient to distinguish between a core density of
10 g cm−3 and one of 100 g cm−3 and core masses differ-
ing by a factor of 1.5, but probing the density distribution
in the outer parts of the planet is not enough either.

We cannot measure the internal density distribution of a
planet directly, but we can measure some of the moments
of the distribution. Because of the cylindrical hemispheric
symmetries of a rotating planet the moments are even func-
tions of only the radius r and colatitude θ and are given by

J2` = − 1

Ma2`

∫
r′2`P2`(cos θ′)ρ(r′, θ′)d3r′ (8)

where M is the mass, a is the average radius, and Pn is the
nth-order Legendre polynomial. Interior models are con-
structed to fit the mass (essentially J0) and as many of the
J2`’s as have been measured. Although each higher order
J gives additional information on ρ(r), this information is
more and more strongly weighted by high orders of r. In
fact, only J0 (i.e. the mass) probes the region of the core.
The higher J’s are only sensitive to the density distribution
in the envelope. Since this is nearly independent of the core
density, small changes in the envelope density caused by
differences in the equation of state or in the assumed com-
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position, can cause large changes in the calculated mass of
the core which ranges between zero and up to ∼ 15 M⊕.

The composition of the envelope must also be treated
with caution. The density of a mixture of materials is given,
to an excellent approximation, by the additive volume as-
sumption. If ρi is the density of the ith component and Xi

is its mass fraction, then assuming the volume of the mix-
ture is the sum of the volumes of the individual components
gives 1/ρ =

∑
iXi/ρi. For Jupiter, H and He account for

∼90% of the envelope by mass, while the high-Z compo-
nent makes up the remainder. On the other hand, the density
of the high-Z component is much larger than that of H. Thus
the major contribution to ρ is due to H. As a result, if we try
to match the density at some point in the envelope with a
particular mixture, a small error in the equation of state of
H may cause a much larger error in the estimated abundance
of high-Z material (Podolak and Hubbard, 1998).

Finally, there is the ambiguity due to the uncertainty in
the composition itself. The same pressure-density relation
can be well reproduced by different mixtures, even over a
range of pressures. Measurements of the magnetic field,
which gives information about the conductivity as a func-
tion of depth may help break this degeneracy, but such mea-
surements require detailed dynamo models for their inter-
pretation, and the construction of such models is still in the
early stages. In addition, a more detailed knowledge of the
planet’s differential rotation (if any) is required.

5.1.2. The Icy Giants: Uranus & Neptune

Typically, giant planet formation models concentrate
on Jupiter-like planets, while lower-mass planets, such as
Uranus and Neptune, are simply considered to be ”failed
giant planets”. These planets are more naturally explained
by CA, in which the forming planets remain gas-poor due
to their slow growth at farther distances where runaway gas
accretion cannot be reached before the gas dissipates from
the young planetary system. It should be noted, however, as
was discussed earlier, that icy/rock low-mass planets could
form by DI if there is gaseous mass loss due to tidal strip-
ping or photo-evaporation. The efficiency of forming plan-
ets like Uranus and Neptune in such a scenario is still un-
known, and further investigation of this topic is required.

Modeling the interior structures of Uranus and Neptune
is even more difficult. In the first place, the high-Z com-
ponent is a much larger fraction of the total mass and must
therefore be treated more carefully. In the second place, the
thermal structure is not well known. Neptune has a strong
internal heat source, so an adiabatic interior is a reasonable
assumption, but Uranus is in equilibrium with solar insula-
tion (e.g., Pearl and Conrath, 1991). In addition, thermal
evolution models of Uranus give too long a cooling time for
the planet (Fortney et al., 2011). It seems likely that some
process like layered diffusion is inhibiting the heat flow in
the planet, and that temperatures in the interior might be
much higher than adiabatic.

In addition, the observational data for Uranus and Nep-

tune have much larger uncertainties than for Jupiter and Sat-
urn. The observed gravitational moment J2, flattening f
and angular velocity ω are related to first order by

J2 −
2f

3
+
q

3
≈ 0 (9)

where q ≡ ω2a3/GM is the ratio of centrifugal to gravita-
tional forces. The rotation periods determined by the Voy-
ager flybys together with the measured values of J2 and
f do not satisfy eq. 9 (Podolak and Helled, 2012). Indeed
Helled et al. (2010) suggested that Uranus’s rotation period
is significantly shorter, and Neptune’s significantly longer
than the values determined by Voyager.

Uranus and Neptune have usually been treated using
three-shell models, where the structure was divided into
a core of rock, a shell of “ice”, and a H-He envelope in
the solar ratio together with an admixture of high-Z mate-
rial. More recent models have maintained the three-shell
structure but have replaced the ice shell and envelope with
an inner envelope containing H-He together with a large
fraction of high-Z material and an outer envelope composed
of H-He and a small mass fraction of high-Z material.

As is the case for Jupiter and Saturn, there is no com-
pelling reason to limit the number of shells to three. Helled
et al. (2010) have assumed that ρ(r) for these planets
could be fit by a 6th-order polynomial, and have found the
coefficients required to fit all of the observed parameters.
The “empirical” equation of state generated by these mod-
els could be interpreted as requiring a continuous increase
in the H-He mass fraction with increasing radius. This
would be the equivalent of infinitely many shells. Without
a clearer understanding of the temperature structure inside
these bodies it is difficult to generate more detailed models.
In addition, Helled et al. (2010) have suggested that Uranus
and Neptune could be rather ”dry”. It was shown that the
gravity data can be fit as well with silicates as with water.
This also raises the question whether Uranus and Neptune
are truly icy planets, or alternatively, silicate-dominated
planets, similar to Pluto (Simonelli and Reynolds, 1989).

A puzzling problem to face modelers is the fact that al-
though Uranus and Neptune have similar masses and radii,
and are both found in the outer regions of the solar system,
they appear to be quite different internally. In addition to the
differences in heat flow mentioned above, Uranus’s radius is
larger than Neptune’s but it is smaller in mass. This means
that Neptune is more dense than Uranus by 30%. This dif-
ference is likely to be the result of differences in the forma-
tion history of these bodies. Stevenson (1986) and Podolak
and Helled (2012) have discussed the possibility that giant
impacts have significantly affected the internal structure of
these planets, and have led to the observed dichotomy be-
tween them. If this is so, then details of this formation his-
tory may eventually be extracted from interior models. This
exciting possibility is still not within our grasp, and should
also be considered when modeling interiors of exoplanets
with similar masses.
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5.2. Giant Exoplanets

5.2.1. Structure and Composition of Exoplanets

Basic Concepts

There are two main ways that one might try to con-
strain the composition of a giant exoplanet. Since gravity
field or moment of inertia information about distant plan-
ets will be rarely available, if at all, observers must utilize
more indirect methods. One avenue is from spectroscopy.
Since our Solar System’s giant planets are enhanced in
heavy elements (at least in carbon, which can be observed
as methane), spectra of exoplanet atmospheres could po-
tentially also be used to determine if the H/He envelopes
of such planets are enriched in heavy elements (Chabrier
et al., 2007; Fortney et al., 2008). In warm planets, H2O,
CO, CH4, and NH3 could all be detectable in the infrared.
However, high S/N observations will be needed across a
wide wavelength range for strong constraints, either for hot
Jupiters observed during transit or occultation, or young
planets that are directly imaged. There are no firm con-
straints on giant planet envelope metallicity at this time.

A simpler avenue, at least conceptually, is direct ob-
servations of a transiting planet’s mass and radius, which
yield its mean density. Models for a solar composition gi-
ant planet at a given measured mass and age can be cal-
culated. If the observed planet has a smaller radius (has
a higher mean density) than the model planet, this is strong
evidence that the planet is enhanced in heavy elements com-
pared to the solar composition model. It is readily appar-
ent that Jupiter and Saturn are enhanced in heavy elements
compared to the Sun, from a measurement of their mass and
radius alone, without knowledge of their gravity field. Of
course for an exoplanet, we will generally remain ignorant
of whether these heavy elements are predominantly within
a core or mixed throughout the H/He envelope.

Recent Work

The use of mass and radius measurements of transit-
ing planets as a structure probe for giant planets has been
strongly hindered in practice. Most strongly irradiated plan-
ets (Teq> 1000K) have radii larger than expected from stan-
dard models of giant planet cooling and contraction (Boden-
heimer et al., 2001; Guillot and Showman, 2002; Baraffe
et al., 2003; Fortney et al., 2007; Burrows et al., 2007).
Some un-modeled physical process yields planetary radii
(and hence, interior temperatures) that are inflated com-
pared to the predictions of simple contraction models. Since
for any given planet the level of additional interior energy
(or other process) that causes radius inflation is unknown,
the amount of heavy elements within a planet (that would
cause a smaller radius) is therefore unconstrained. In cases
where the planet is still smaller than a pure H/He object, a
lower limit on its heavy element mass can be obtained.

Even with the uncertainty inherent in the radius inflation
mechanism, progress has been made on constraining exo-
planet composition with transiting planets. With a sample

size of only nine planets Guillot et al. (2006) were able
to show that there is a strong correlation between stellar
metallicity and the inferred mass of heavy elements within
a planet. The most iron-rich stars possessed the most heavy
element rich planets. However, Guillot et al. (2006) made
the ad hoc assumption that the radius inflation mechanism
(additional power in the convective interior) scaled as the
stellar flux incident upon each planet. With a somewhat
larger sample size Burrows et al. (2007) came to a simi-
lar relation between stellar and planetary metal enrichment.
Burrows et al. (2007) made the assumption that ad hoc high
atmospheric opacity slowed the contraction of all planets,
leading to larger-than-expected radii at Gyr ages.

Miller and Fortney (2011) recognized that anomalously
large radii disappear at incident fluxes less than 2 × 108

erg s−1 cm−2 (Teq∼ 1000K). By treating only these rela-
tively cool planets, and assuming no additional internal en-
ergy source for them, the heavy element mass of each planet
can be derived, as all of these cooler planets are smaller
than solar-composition H-He objects. With their sample
of 14 planets, they find that all need at least ∼10-15 M⊕
of heavy elements. The enrichments of Saturn and Jupiter
were found to fit in well within their exoplanetary “cousin”
planets. When the heavy element mass is plotted vs. metal-
licity, there is a clear correlation between the mass of heavy
elements in a giant planet and the metallicity of the host star
as already noted by Guillot et al. (2006) and Burrows et al.
(2007). However, the enrichment (i.e. Zplanet/Zstar) is not
very sensitive to the metallicity of the star. The data suggest
that it is the planetary mass that determines the relative en-
richment and not the metallicity of the star. This tendency
is consistent with the finding that the occurrence rate of
low-mass exoplanets is not increasing with increasing stel-
lar metallicity (Buchhave et al., 2012). The sample implies
that for low metallicity ([Fe/H]<0) the planets which exist
are the ones with the large enrichments, i.e., more terrestrial
planets. For higher metallicities ([Fe/H]>0), a large range
of enrichments is possible. Clearly, a new area of modeling
work will be the comparison of population synthesis models
(see chapter by Benz et al. ) to observed giant planet com-
position vs. planetary mass, stellar mass, stellar metallicity,
orbital separation, eccentricity, orbital alignment, and other
parameters. As the sample size of cooler transiting gas gi-
ants expands, such avenues of research are likely to bear
fruit.

One important finding from the past decade is that it is
clearly incorrect to uniformly assume that all giant plan-
ets possess ∼15 M⊕ of heavy elements, an estimate that
would work fairly well for Jupiter, Saturn, Uranus, and
Neptune. The detection of transits of the relatively small
radius Saturn-mass planet HD 149026 by Sato et al. (2005)
showed that even relatively low mass “gas giants” can pos-
sess 60-90 M⊕ of heavy elements. Relatively small radii
for massive giant planets from ∼ 2–10 MJup show that hun-
dreds of earth masses of heavy elements must be incorpo-
rated into some planets (Baraffe et al., 2008; Miller and
Fortney 2011). It seems likely that for massive giant plan-
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ets with large enrichment in heavy elements, the bulk of the
heavy element mass is in the H/He envelope, rather than in
a core. This is an area that should be investigated in future
formation models.

Degeneracy in Composition

While it is certainly essential to derive the heavy element
mass fractions for giant planets, it would be even more in-
teresting to derive additional details, like the ice/rock ra-
tio. This could in principle be easier for the lower mass
(Neptune-like) giant planets where the bulk of their mass is
in heavy elements, not H/He. However, there is significant
compositional degeneracy, as rock-H/He mixtures yield
similar mass-radius relations as three-component models
that include rock, ices, and H/He. This is not a new phe-
nomenon, and as discussed earlier, it has long been appreci-
ated that Neptune and Uranus can be modeled with a wide
array of mixtures of rock, ices, and H/He (e.g., Podolak et
al. 1991). Therefore there is no observational evidence that
exoplanets in the ice giant mass range are actually com-
posed mostly of fluid ices. There is at least one possible
way around this degeneracy that could yield some infor-
mation on heavy element composition. One could obtain
correlations for a large number of planets for planetary
heavy element enrichment as a function of stellar [O/H]
and [Si/H], in addition to [Fe/H].

6. THE FUTURE

Observations of hundreds of exoplanets, as well as in-
creasingly detailed information about the giant planets in
our own Solar System have inspired modelers to explore
planet formation scenarios in more detail. To date we have
explored the effects of such processes as migration, plan-
etesimal capture, disk metallicity, disk magnetic fields etc.
It is perhaps not surprising that these processes often work
in opposite directions. We are entering a new stage in our
understanding of giant planets: one where we realize that
in order to untangle the complex interplay of the relevant
physical processes it is necessary to build models that self-
consistently combine various physical processes. In partic-
ular, we suggest the following specific investigations:

• Work toward a self-consistent model for the evolu-
tion of the growing planet, the gaseous disk, and the
planetesimal distribution in the CA paradigm.

• Develop a better model for planetesimal properties:
velocities, inclinations, sizes, compositions, mor-
phology, and the time dependence of these properties.

• Track the deposition of heavy elements that are ac-
creted in the envelope of a forming planet and ac-
count for their EOS and opacity in CA models.

• Determine the final masses and identify the primary
physical effects which determines the range of final
masses in the CA, DI, and hybrid paradigms.

• Develop opacity calculations which account for the
initial size distribution of interstellar grains, grain
fragmentation, various possible morphologies, and
grain composition for both CA and DI.

• Develop self-consistent models of the disk-planet in-
teraction and co-evolution in the DI model.

• Determine whether in situ formation of short-period
massive and intermediate-mass planets is plausible.

• Explore the earliest stages of disk evolution to search
for observational signatures of planet formation
mechanisms. For example, if DI is a viable for-
mation pathway, then spiral structure in very young
disks should be detectable. ŁALMA and future in-
struments may make this possible.

• Determine what physical factors lead to fragmenta-
tion, how metallicity affects planet formation by DI,
and the observational consequences for the DI model.

• Perform high-resolution 2D/3D simulations of clumps
through their contraction phases, including the ef-
fects of rotation, tidal perturbations, and background
pressures and temperatures.

• Develop predictions of the two formation models that
can be tested by future observations.

• Perform 2D structure model calculations for the Solar
System planets accounting for the static and dynam-
ical contributions, improved equations of state of H,
He, high-Z and their interactions, and possibly, mag-
netic fields.

• Include additional constraints for the planetary inter-
nal structure of giant exoplanets such as the Love
number/flattening and atmospheric composition.

This work is now beginning and it is hoped that by PPVII
we will understand planetary systems better, both our own
and those around other stars.
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