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1 OVERVIEW

1.1 Scope of the Document

PRIMA [30, 31, 54, 73, 128, 129, 130] at the VLTI [37][177, §4.8] aims at measuring relative distances on the sky down to the order of 10 μarcsec (7.7 · 10^{-12} of the full circle). This tilt angle scales to relative optical path differences of the order of 5 nm at prototypical baselines between two apertures [8][113, Fig. 2], and eventually it is the knowledge of the optical path differences in the earth-bound interferometric laboratory to this precision which allows to reduce any fringe packet location to (relative) positions on the sky.

Other instruments envisage to remove disturbing effects of micro-turbulence, wavelength-dependent indexes of refraction by placing much of the beams from the telescopes to the detector in vacuum tubes [132]; turbulent layers in the atmosphere [133] are not under active control unless the interferometer is space-based [165]. With the VLTI, however, the entire path of the PS and SS leads through air except, optionally, some fraction of a meter of the DDL vacuum vessels [72, 74, 168].

The PRIMA metrology laser system provides real-time information at a wavelength of 1.319 μm [82, 83, 84, 139] (similar to [56]), and its optical path length is to be extrapolated to the K band. Since the closed loop online monitoring of the DDL positions is based on HeNe metrology at 633 nm [168], extrapolation into the VIS may be needed for the ICS.

Sec. 2 is a terse review of air refractivity with some attention paid to the variable water content. The conclusions are the same as drawn before [164].

Sec. 3 summarizes the simple (linear) error theory for the error in the optical path difference due to refractivity of the non-evacuated delay lines (see [72] for the refractivity of the DDL windows), and calculates the parabolic beam bending in the light ducts and in the delay line tunnel [48] induced by transverse air density gradients.

Sec. 4 summarizes the basics of the K-prism design in terms of depolarization, both with respect to introducing phase changes designed to be 90° and with respect to rotations of the plane of polarization of the electrical field vector.

Sec. 5 looks at effects caused by the “lateral” atmospheric diffraction and earth curvature [58]. It includes some comments how formulas like \( D = b \sin z \) inherited from planar trigonometry lose their meaning in interferometry for non-infinite earth radii, because the concept of a local zenith angle \( z \) becomes fuzzy. It also calculates prototypical atmospheric magnification factors as the geometric baseline on the ground is “lifted” to the equivalent “effective” baseline above the atmosphere.

Some closely related themes are left aside:

- Equivalent errors from subtleties of precision motion of the DDL (thermal expansion, noise and nonlinearities in the actuators...) are discussed elsewhere [29, 112, 168]. See [137] on the theme of loss of polarization through the atmosphere, [34, 49, 50, 51, 70, 77, 83] for a characterization of the tunnel seeing, [43, 68, 69] for parameters of the anticipated structural stability of the ATs.

- The influence of dispersion on the visibility estimate is not discussed here; it might become important if one tries to calibrate the baseline by drawing a visibility curve over time, as the visibility measured under wide-band conditions may be squeezed as a function of the star's altitude [75, 159].
The possibility of working in the H band, [13, p. 8], will be ignored for what follows.


This work has been supported by the NWO VICI grant of 15-6-2003 “Optical Interferometry: A new Method for Studies of Extrasolar Planets” to AQ.

1.2 Tools and Technologies Required

1.2.1 Data products

The raw FITS files [9, 65] should contain one “average” snapshot of both metrology readings (path lengths in the metrology laser light) per detector readout. Temporary storage somewhere in a computer memory as foreseen in [78] is insufficient for postprocessing.

The PSD covering the frequency domain above these detector readout cycles should be provided a few times per night, at a frequency where the micro-climate in the air paths is supposed to change. These ought be derived from the high frequent metrology readings to include the air turbulence and all movements of optical surfaces. Low-frequent PSDs (for instance reaching to a cutoff at 0.01 Hz [98]) are probably of no interest.

1.2.2 Baseline calibration

The atmospheric effects on the effective interferometric baseline described in Sec. 5 ought already be well known by the ongoing VLTI baseline calibration programs, since they are by no means special to PRIMA. We request that the available results are provided by ESO through documentation. The available description in a conference proceeding [31] is to fuzzy to be of any value, or seems to ignore these effects altogether.

1.3 Documents


[10] Barrell, H., & Sears, J. E. 1939, Phil. Trans. R. Soc. A, 238, 1
[13] Bogo, W., Busso, A., Mottini, S., Nicolini, G., & Massone, G. 2003, PRIMA FSU, Design and analysis report. VLT-TRE-ALS-15740-0004. The abscissa units in Fig 4.3-11 should be µm, not nm.
[28] — 2003, PRIMA, the Phase Referenced Imaging and Microarcsecond Astrometry facility: High Level Requirements & System Description. VLT-SPE-ESO-15700-3051


[48] Gitton, P. 2000, Results of May ’00 tilt measurement campaign for the VLTI. VLT-TRE-ESO-15000-2261


[54] Glindemann, A. 2000, PRIMA, the Phase Referenced Imaging and Microarcsecond Astrometry facility: System Description. VLT-SPE-ESO-15700-2207


[60] Hill, R. J., & Lawrence, R. S. 1986, Infrared Phys., 26, 371

[61] Hlubina, P. 2003, Optik, 114, 185

[64] Ince, E. C. 1956, Ordinary Differential Equations (Dover: Dover Publications)
[72] Launhardt, R. 2005, Dispersion in DDL vacuum windows. MPIA-TRE-DDL-15722-0003
[77] — 2000, Results of environmental tests for the VLTI at Paranal, May 11–21/00. VLT-TRE-ESO-15000-2259
[80] — 2002, Temperature sensor network for the VLTI. VLT-TRE-ESO-15000-2532
[81] Leveque, S. 2004, Results of the Delay Line Metrology Test Campaign of November ’03. VLT-TRE-ESO-15210-3267
[82] Lévêque, S., Salvadé, Y., Dandliker, R., & Scherler, O. 2002, Laser Focus World


[102] — 2005, Baltic Astronomy, 14, 277
Matsumoto, H. 1982, Metrologia, 18, 49. We assume that the $f$-value in Table 2 is 1333, not 133 Pa, and that the three values refer to three different wavelengths—those in Table 1—not two.


Menardi, S. 2000, Interferometric Laboratory, Optical Layout. VLT-DWG-ESO-15000-1738


[127] Puech, F., & Gitton, P. 2005, Interface Control Document between VLTI and its Instruments. VLT-ICD-ESO-15000-1826. On page 110, $f_c^{-2}$ should read $f_c^{-8/3}$, $f < f < f_c$, and $1.38 \times 10^{-3}$ should read $1.38 \times 10^{-3}$.


[146] — 1990. Priv. commun., attributed to A. Erasmus


[156] Stirling, A., Otárola, A., Rivera, R., & Bravo, J. R. 2006, Horizontal temperature variations at Chajnantor, ALMA Memo 541


1.4 Acronyms

**ARC**  
Ecole d’ingénieurs de l’arc Jurassie  
[http://www.eiaj.ch/](http://www.eiaj.ch/)

**ASTRON**  
Stichting Astronomisch Onderzoek in Nederland  
[http://www.astron.nl](http://www.astron.nl)

**AT**  
Auxiliary Telescope (of the VLTI)  

**BC**  
Beam Combiner

**BC**  
Beam Compressor

**CMM**  
Configuration Management Module  

**DDL**  
Differential Delay Line  

**DL**  
Delay Line

**DOPD**  
differential OPD

**DRS**  
Data Reduction System

**EPFL**  
École Polytechnique Fédérale de Lausanne  
[http://www.epfl.ch](http://www.epfl.ch)

**ESO**  
European Southern Observatory  
[http://www.eso.org](http://www.eso.org)

**FINITO**  
Fringe-Tracking Facility of Nice and Torino

**FITS**  
Flexible Image Transport System  
[http://fits.gsfc.nasa.gov](http://fits.gsfc.nasa.gov)

**FOV**  
field of view

**FSU**  
Fringe Sensing Unit

**FT**  
Fourier Transform

**GENIE**  
Ground based European Nulling Interferometry Experiment  
[http://www.strw.leidenuniv.nl/~nevec/GENIE/](http://www.strw.leidenuniv.nl/~nevec/GENIE/)

**ICS**  
Instrument Control Software

**IR**  
Infrared

**IRIS**  
Infrared Image Sensor  

**ISS**  
Interferometric Supervisor-Software

**mas**  
milli-arcsecond

**MDL**  
main delay line  

**MIDI**  
Mid-Infrared Interferometric Instrument  
[http://www.mpia.de/MIDI](http://www.mpia.de/MIDI)

**MPIA**  
Max-Planck Institut für Astronomie, Heidelberg  
[http://www.mpia.de](http://www.mpia.de)
NOVA Nederlandse Onderzoekschool voor Astronomie
http://www.strw.leidenuniv.nl/nova/

OPD optical path difference

OPL optical path length

ppmv parts-per-million of volume

PRIMA Phase-Reference Imaging and Microarcsecond Astrometry
http://obswww.unige.ch/Instruments/PRIMA

PS primary star

PSD power spectral density

PSF point spread function

PWV precipitable water vapor

SS secondary star

STS star separator

TAD transverse atmospheric dispersion

TCCD technical CCD

TIR total internal reflection

UT Unit Telescope (of the VLTI) http://www.eso.org/projects/vlt/unit-tel/

UTC Universal Time Coordinated

VCM variable curvature mirror

VINCI VLT Interferometer Comissioning Instrument

VIS visible (part of the electromagnetic spectrum)

VLTI Very Large Telescope Interferometer http://www.eso.org/vlti

VLTSW VLT Software Problem Report http://www.eso.org/vlt/vlt-sw

ZOPD zero OPD

See http://www.strw.leidenuniv.nl/~mathar/abbrev.html for more.
2 CHARACTERISATION OF AIR DISPERSION

2.1 Available Literature

Knowledge of the refractive index of moist air includes,

1. experiments on moist air in the VIS [10, 14, 147]
2. experiments on water vapor at 3.4 and 10.6 µm [106, 107]
3. experiments on dry air and its molecular constituents in the VIS [11, 35, 63, 181], at 1.064 µm [123, 167] up to 2.0 µm [124], up to 1.7 µm [117, 125], at 10.6 µm [95, 150],
4. implicit verification of N band dispersion with MIDI [163]
5. review formulas [22, 66, 116, 119, 146],
6. theoretical summation of electronic transitions [25, 59, 60, 100, 103],
7. the microwave regions [182] and static limit [38].

Fig. 1 visualizes the prototypical humid air dispersion on the mountain, 3.94 hPa of water and a total pressure of 750.58 hPa at 12 °C. The calculation adopts a standard of 370 ppmv of CO₂ [26, 67, 180] and are based on HITRAN [134] (see [151] for critical reviews) and other sources of transition line strengths. The values differ from [100, Fig. 3] as the oxygen contents has been increased from 20.1% to 20.983% and agree with experiments to 4 · 10⁻⁸ [103]. FINITO works in the H band (1.5–1.8 µm) [46, 55, 118]. The values of the refractivity shown in [138, Fig 1] are about 2 % smaller, because the temperature was chosen 1 % higher, the pressure 1 % lower and also the humidity lower than here.

The refractive index

\[ n = \sqrt{1 + \chi} \]

is chromatic (the phase shift depends on the wavelength \( \lambda \) and wave number \( \tilde{\nu} = 1/\lambda \)) since

\[ \frac{dn}{d\lambda} = -\tilde{\nu}^2 \frac{dn}{d\tilde{\nu}} \]

is not a constant but depends itself on \( \lambda \) (Fig. 3). The negative of this parameter, measured in radian and divided by the areal molar gas density, has been baptized “normalized dispersion constant” \( K \) in [109, 110].

2.2 Completion With Respect to Residual Gases

Fig. 1 shows a calculation which includes oscillator strengths of the major components of air, N₂, O₂, CO₂, H₂O, for O₃, CH₄ and CO the transitions as far as they are listed in HITRAN [134], and Ar and Ne as listed in [19, 20, 36]. An estimate of the combined contribution of residual gases that would also be on the list of molecules sorted with respect to abundance under the rather clean environmental Atacama conditions is in Fig. 4. The electromagnetic line lists are taken from [85, 178] for He, [96, 134] for CH₄, [20] for Kr, [96] for H₂, [96, 134] for N₂O, [134] for SO₂, [120, 134] for O₃ and [96, 134] for NH₃.
Figure 1: Air refractive index at standard Paranal composition (humidity, temperature and pressure) in the H, J and K band, based on the 2006 edition of the HITRAN database calculated according to [100]. The corrections described in [103] are incorporated. Crosses represent a fit due to Ciddor [22, App. B][136]. The dashed line is the Owens fit [119].

The change in refractivity across the near-IR bands of these dilute gases is about four orders of magnitude smaller than the change induced by the major air components shown in Fig. 1, and therefore negligible.

The role of aerosols in this scenario remains undefined, because nothing is known about their densities on Paranal. If one would scale the bulk refractive index of solid quartz [153, Fig. 4] to a density of $10^{18}$ molecules per m$^3$, it would add $n - 1 \approx 1.7 \cdot 10^{-11}$ to the refractivity, with a drop of about $2.4 \cdot 10^{-13}$ between 2 $\mu$m and 2.5 $\mu$m. Assuming a quartz particle count of $10^6$/$m^3$ with particle diameters of 0.5 $\mu$m [142] yields only $1.7 \cdot 10^{15}$ molecules/m$^3$, and a particle count of $10^3$/$m^3$ with particle diameters of 5 $\mu$m [142] another $1.7 \cdot 10^{15}$ molecules/m$^3$, such that their effects on the refractivity should remain negligible.

A lesson from Fig. 5 is that the water lines near to the metrology laser wavelength are only of interest if one tries to obtain accuracies of the order of $2 \cdot 10^{-10}$.

### 2.3 Infrared Fits

A bold least squares fit to the data of Figs. 1 looks as follows [103]:

$$n - 1 = \sum_{i=0,1,...} c_i(T, p, H) \left( \tilde{\nu} - \tilde{\nu}_{\text{ref}} \right)^i ;$$

(3)
Figure 2: A magnified view into Fig. 1 and into the neighborhood of the PRIMA metrology wavelength.

\[
c_i(T, p, H) = c_{i\text{ref}} + c_{iT} \left( \frac{1}{T} - \frac{1}{T_{\text{ref}}} \right) + c_{iTT} \left( \frac{1}{T^2} - \frac{1}{T_{\text{ref}}^2} \right) + c_{iH} (H - H_{\text{ref}}) + c_{iHH} (H - H_{\text{ref}})^2 \\
+ c_{ip} (p - p_{\text{ref}}) + c_{i\text{pp}} (p - p_{\text{ref}})^2 + c_{iT} \left( \frac{1}{T} - \frac{1}{T_{\text{ref}}} \right) (H - H_{\text{ref}}) \\
+ c_{i\text{Th}} \left( \frac{1}{T} - \frac{1}{T_{\text{ref}}} \right) (p - p_{\text{ref}}) + c_{i\text{Hp}} (H - H_{\text{ref}}) (p - p_{\text{ref}}).
\]  

Here, \( T \) is the absolute temperature with a reference value of \( T_{\text{ref}} \), \( p \) is the air pressure with a reference value set at \( p_{\text{ref}} \), \( H \) the relative humidity between 0 and 100 with a reference value set at \( H_{\text{ref}} \), and \( \tilde{\nu} \) the wavenumber \( 1/\lambda \) with a reference value set at \( \tilde{\nu}_{\text{ref}} \). The 1.3–2.5 \( \mu \)m range is covered by Table 1, the 2.8–4.2 \( \mu \)m range by Table 2, the 4.35–5.3 \( \mu \)m range by Table 3, the 7.5–14.1 \( \mu \)m range by Tables 4 and 5, and the 16–20 \( \mu \)m range by Table 6. The tables assume a CO\(_2\) content of 370 ppmv with the exception of Table 5 which is calculated at 450 ppmv. The web site http://www.strw.leidenuniv.nl/~mathar/progs/prWaterWeb.html contains an on-line calculator of this fit. [103] shows tables based on the same methodology fitted to a wider range of parameters, hence less recommended to predict refractivities of the VLTI tunnel air.
Figure 3: Top: The chromatic phase shift $dn/d\lambda$ in units of degrees per $\mu$m wavelength is the first derivative of Fig. 1 multiplied by $360^\circ$. Bottom: the equivalent derivative for the (spectroscopic) wave number, $dn/d\tilde{\nu}$, without the factor of 360. The relevant numbers are obtained by further multiplication with the baseline length.
Figure 4: The combined refractivity of 0.39 Pa He, 0.12 Pa CH\textsubscript{4}, 0.075 Pa Kr, 0.038 Pa H\textsubscript{2}, 0.022 Pa N\textsubscript{2}O, 3.8 \times 10\textsuperscript{-5} Pa SO\textsubscript{2}, 8.8 \times 10\textsuperscript{-3} Pa O\textsubscript{3}, 0.03 Pa NH\textsubscript{3} is \( \approx 10^{-9} \) at 12 \textdegree C, but the dispersion (change in the refractivity) across the relevant bands in the near-IR only \( \approx 10^{-11} \).

<table>
<thead>
<tr>
<th>( \nu )</th>
<th>( c_{\text{ref}} / [\text{cm}^3/\text{Pa}] )</th>
<th>( c_T / [\text{cm}^3/\text{K}] )</th>
<th>( c_{TT} / [\text{cm}^3/\text{K}^2] )</th>
<th>( c_{TH} / [\text{cm}^3/%] )</th>
<th>( c_{HH} / [\text{cm}^3/%^2] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.199622 \times 10\textsuperscript{-3}</td>
<td>0.583386 \times 10\textsuperscript{-1}</td>
<td>-2.01596</td>
<td>-0.90372 \times 10\textsuperscript{-8}</td>
<td>0.397847 \times 10\textsuperscript{-12}</td>
</tr>
<tr>
<td>1</td>
<td>0.113213 \times 10\textsuperscript{-9}</td>
<td>-0.322796 \times 10\textsuperscript{-7}</td>
<td>0.272176 \times 10\textsuperscript{-3}</td>
<td>0.118891 \times 10\textsuperscript{-11}</td>
<td>0.135161 \times 10\textsuperscript{-16}</td>
</tr>
<tr>
<td>2</td>
<td>-0.432319 \times 10\textsuperscript{-14}</td>
<td>0.804729 \times 10\textsuperscript{-10}</td>
<td>-0.344397 \times 10\textsuperscript{-6}</td>
<td>-0.148391 \times 10\textsuperscript{-14}</td>
<td>-0.164684 \times 10\textsuperscript{-19}</td>
</tr>
<tr>
<td>3</td>
<td>0.101321 \times 10\textsuperscript{-16}</td>
<td>-0.512187 \times 10\textsuperscript{-13}</td>
<td>0.229488 \times 10\textsuperscript{-9}</td>
<td>0.978598 \times 10\textsuperscript{-18}</td>
<td>0.108771 \times 10\textsuperscript{-22}</td>
</tr>
<tr>
<td>4</td>
<td>-0.294544 \times 10\textsuperscript{-20}</td>
<td>0.150236 \times 10\textsuperscript{-16}</td>
<td>-0.676185 \times 10\textsuperscript{-13}</td>
<td>-0.285699 \times 10\textsuperscript{-21}</td>
<td>-0.317570 \times 10\textsuperscript{-26}</td>
</tr>
<tr>
<td>5</td>
<td>0.308689 \times 10\textsuperscript{-24}</td>
<td>-0.157540 \times 10\textsuperscript{-20}</td>
<td>0.712756 \times 10\textsuperscript{-17}</td>
<td>0.298251 \times 10\textsuperscript{-25}</td>
<td>0.331548 \times 10\textsuperscript{-30}</td>
</tr>
</tbody>
</table>

Table 1: Fitting coefficients for the multivariate Taylor expansion (4) to the real part of the index of refraction over the 1.3 \leq 1/\nu \leq 2.5 \mu m range. \( T_{\text{ref}} = (273.15 + 16) \text{ K}, \ p_{\text{ref}} = 74400 \text{ Pa}, \ H_{\text{ref}} = 10 \% \), and \( \nu_{\text{ref}} = 10^4 / 2.25 \text{ cm}^{-1} \).
Re(n) - 1.0002045

Table 2: Fitting coefficients for the multivariate Taylor expansion (4) to the real part of the index of refraction over the 2.8 \( \leq \nu \leq 4.2 \) \( \mu \)m range. \( T_{\text{ref}} = (273.15 + 16) \) K, \( p_{\text{ref}} = 74400 \) Pa, \( H_{\text{ref}} = 10 \% \), and \( \nu_{\text{ref}} = 10^4/3.4 \) cm\(^{-1}\).
Figure 6: Figure 1 continued into the VIS. The gap between the theory (solid line) and the Owens formula (dashed line) is $1.5 \times 10^{-8}$ in this wavelength range. The optical path length difference between the vacuum and non-vacuum operation of the DDL over up to 0.12 m is up to 24 µm.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$c_{\text{ref}}$ / cm$^3$</th>
<th>$c_T$ / cm$^3$ K</th>
<th>$c_{TT}$ / [cm$^3$ K$^2$]</th>
<th>$c_H$ / [cm$^3$/%]</th>
<th>$c_{HH}$ / [cm$^3$/%$^2$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.199451 $\times 10^{-3}$</td>
<td>0.584622 $\times 10^{-1}$</td>
<td>$-2.73956$</td>
<td>$-0.122106 \times 10^{-2}$</td>
<td>0.393068 $\times 10^{-12}$</td>
</tr>
<tr>
<td>1</td>
<td>0.274669 $\times 10^{-9}$</td>
<td>$-0.335923 \times 10^{-6}$</td>
<td>0.167548 $\times 10^{-2}$</td>
<td>0.728848 $\times 10^{-11}$</td>
<td>0.814814 $\times 10^{-16}$</td>
</tr>
<tr>
<td>2</td>
<td>0.326247 $\times 10^{-12}$</td>
<td>0.139856 $\times 10^{-9}$</td>
<td>0.136584 $\times 10^{-6}$</td>
<td>$-0.189949 \times 10^{-14}$</td>
<td>$-0.201792 \times 10^{-19}$</td>
</tr>
<tr>
<td>3</td>
<td>$-0.687937 \times 10^{-14}$</td>
<td>0.113400 $\times 10^{-11}$</td>
<td>$-0.422392 \times 10^{-8}$</td>
<td>$-0.967569 \times 10^{-17}$</td>
<td>$-0.125366 \times 10^{-21}$</td>
</tr>
<tr>
<td>4</td>
<td>0.272177 $\times 10^{-17}$</td>
<td>0.457417 $\times 10^{-13}$</td>
<td>$-0.205625 \times 10^{-9}$</td>
<td>$-0.768123 \times 10^{-18}$</td>
<td>$-0.850886 \times 10^{-23}$</td>
</tr>
<tr>
<td>5</td>
<td>0.336833 $\times 10^{-18}$</td>
<td>$-0.168448 \times 10^{-15}$</td>
<td>0.846853 $\times 10^{-12}$</td>
<td>0.311207 $\times 10^{-20}$</td>
<td>0.353441 $\times 10^{-25}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$i$</th>
<th>$c_{ip}$ / [cm$^3$/Pa]</th>
<th>$c_{pp}$ / [cm$^3$/Pa$^2$]</th>
<th>$c_{TH}$ / [cm$^3$/K/%]</th>
<th>$c_{TP}$ / [cm$^3$/K/Pa]</th>
<th>$c_{HP}$ / [cm$^3$/%/%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.268287 $\times 10^{-8}$</td>
<td>0.231482 $\times 10^{-13}$</td>
<td>0.589036 $\times 10^{-4}$</td>
<td>0.779064 $\times 10^{-6}$</td>
<td>$-0.676329 \times 10^{-15}$</td>
</tr>
<tr>
<td>1</td>
<td>0.274672 $\times 10^{-14}$</td>
<td>$-0.801540 \times 10^{-25}$</td>
<td>$-0.354291 \times 10^{-7}$</td>
<td>0.593088 $\times 10^{-12}$</td>
<td>0.502416 $\times 10^{-20}$</td>
</tr>
<tr>
<td>2</td>
<td>0.466067 $\times 10^{-17}$</td>
<td>0.277771 $\times 10^{-24}$</td>
<td>0.362433 $\times 10^{-11}$</td>
<td>0.144315 $\times 10^{-14}$</td>
<td>$-0.676328 \times 10^{-23}$</td>
</tr>
<tr>
<td>3</td>
<td>$-0.915997 \times 10^{-19}$</td>
<td>$-0.509239 \times 10^{-26}$</td>
<td>0.676280 $\times 10^{-13}$</td>
<td>0.499107 $\times 10^{-17}$</td>
<td>0.840580 $\times 10^{-25}$</td>
</tr>
<tr>
<td>4</td>
<td>0.137211 $\times 10^{-21}$</td>
<td>0.150716 $\times 10^{-28}$</td>
<td>0.402329 $\times 10^{-14}$</td>
<td>0.333296 $\times 10^{-19}$</td>
<td>$-0.743479 \times 10^{-27}$</td>
</tr>
<tr>
<td>5</td>
<td>0.413880 $\times 10^{-23}$</td>
<td>0.277737 $\times 10^{-30}$</td>
<td>$-0.164076 \times 10^{-16}$</td>
<td>0.127005 $\times 10^{-21}$</td>
<td>$-0.231884 \times 10^{-29}$</td>
</tr>
</tbody>
</table>

Table 3: Fitting coefficients for the multivariate Taylor expansion (4) to the real part of the index of refraction over the $4.35 \leq 1/\tilde{\nu} \leq 5.3$ µm range. $T_{\text{ref}} = (273.15 + 16)$ K, $p_{\text{ref}} = 74400$ Pa, $H_{\text{ref}} = 10$ %, and $\tilde{\nu}_{\text{ref}} = 10^4/4.8$ cm$^{-1}$. 

Table 4: Fitting coefficients for the multivariate Taylor expansion (4) to the real part of the index of refraction over the 7.5 ≤ 1/ν ≤ 14.1 μm range. $T_{\text{ref}} = (273.15 + 16)$ K, $p_{\text{ref}} = 74400$ Pa, $H_{\text{ref}} = 10$ %, and $\nu_{\text{ref}} = 10^4/10.1$ cm$^{-1}$.

<table>
<thead>
<tr>
<th>i</th>
<th>$c_{\text{ref}}$ / cm$^i$</th>
<th>$c_T$ / cm$^i$K</th>
<th>$c_{\text{ITT}}$ / [cm$^i$K]$^2$</th>
<th>$c_{\text{TH}}$ / [cm$^i$/%]</th>
<th>$c_{\text{HH}}$ / [cm$^i$/%$^2$]</th>
<th>$c_{\text{HHP}}$ / [cm$^i$/(% Pa)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.199315 · 10$^{-3}$</td>
<td>0.588100 · 10$^{-1}$</td>
<td>−4.35744</td>
<td>−0.192949 · 10$^{-7}$</td>
<td>0.408600 · 10$^{-12}$</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.345469 · 10$^{-9}$</td>
<td>−0.155501 · 10$^{-5}$</td>
<td>0.695383 · 10$^{-2}$</td>
<td>0.301563 · 10$^{-10}$</td>
<td>0.335127 · 10$^{-15}$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>−0.275079 · 10$^{-12}$</td>
<td>0.215124 · 10$^{-8}$</td>
<td>−0.934212 · 10$^{-5}$</td>
<td>−0.404488 · 10$^{-13}$</td>
<td>−0.449017 · 10$^{-18}$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.394628 · 10$^{-15}$</td>
<td>−0.346113 · 10$^{-11}$</td>
<td>0.147345 · 10$^{-7}$</td>
<td>0.638909 · 10$^{-16}$</td>
<td>0.709015 · 10$^{-21}$</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>−0.568440 · 10$^{-17}$</td>
<td>0.262426 · 10$^{-14}$</td>
<td>−0.181787 · 10$^{-10}$</td>
<td>−0.777591 · 10$^{-19}$</td>
<td>−0.875601 · 10$^{-24}$</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.164566 · 10$^{-19}$</td>
<td>−0.137275 · 10$^{-16}$</td>
<td>0.839618 · 10$^{-13}$</td>
<td>0.326926 · 10$^{-21}$</td>
<td>0.366678 · 10$^{-26}$</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: The coefficients as in Table 4 with the CO$_2$ contents increased to 450 ppmv.
<table>
<thead>
<tr>
<th>i</th>
<th>( c_{\text{ref}} / \text{cm}^4 )</th>
<th>( c_{iT} / \text{cm}^2\text{K} )</th>
<th>( c_{iT} / [\text{cm}^4\text{K}^2] )</th>
<th>( c_{iH} / [\text{cm}^4%] )</th>
<th>( c_{iHH} / [\text{cm}^2%^2] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.198865 ( \cdot 10^{-3} )</td>
<td>0.613218 ( \cdot 10^{-1} )</td>
<td>-15.5515</td>
<td>-0.670279 ( \cdot 10^{-7} )</td>
<td>-0.222224 ( \cdot 10^{-12} )</td>
</tr>
<tr>
<td>1</td>
<td>0.300829 ( \cdot 10^{-8} )</td>
<td>-0.159446 ( \cdot 10^{-4} )</td>
<td>0.724229 ( \cdot 10^{-1} )</td>
<td>0.300121 ( \cdot 10^{-9} )</td>
<td>0.333050 ( \cdot 10^{-14} )</td>
</tr>
<tr>
<td>2</td>
<td>-0.219393 ( \cdot 10^{-10} )</td>
<td>0.135071 ( \cdot 10^{-6} )</td>
<td>-0.672405 ( \cdot 10^{-3} )</td>
<td>-0.231011 ( \cdot 10^{-11} )</td>
<td>-0.254988 ( \cdot 10^{-16} )</td>
</tr>
<tr>
<td>3</td>
<td>0.145838 ( \cdot 10^{-12} )</td>
<td>-0.848985 ( \cdot 10^{-9} )</td>
<td>0.417406 ( \cdot 10^{-5} )</td>
<td>0.144901 ( \cdot 10^{-13} )</td>
<td>0.160280 ( \cdot 10^{-18} )</td>
</tr>
<tr>
<td>4</td>
<td>0.128297 ( \cdot 10^{-14} )</td>
<td>-0.864198 ( \cdot 10^{-11} )</td>
<td>0.489660 ( \cdot 10^{-7} )</td>
<td>0.128340 ( \cdot 10^{-15} )</td>
<td>0.140405 ( \cdot 10^{-20} )</td>
</tr>
<tr>
<td>5</td>
<td>-0.119166 ( \cdot 10^{-16} )</td>
<td>0.805312 ( \cdot 10^{-13} )</td>
<td>-0.436679 ( \cdot 10^{-9} )</td>
<td>-0.124101 ( \cdot 10^{-17} )</td>
<td>-0.136231 ( \cdot 10^{-22} )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>i</th>
<th>( c_{i p} / [\text{cm}^4/\text{Pa}] )</th>
<th>( c_{ipp} / [\text{cm}^4/\text{Pa}^2] )</th>
<th>( c_{ITH} / [\text{cm}^4\text{K}/%] )</th>
<th>( c_{ITp} / [\text{cm}^4\text{K}/\text{Pa}] )</th>
<th>( c_{iHp} / [\text{cm}^4/%\text{Pa}] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.268216 ( \cdot 10^{-8} )</td>
<td>0.743978 ( \cdot 10^{-21} )</td>
<td>0.327197 ( \cdot 10^{-3} )</td>
<td>0.778496 ( \cdot 10^{-6} )</td>
<td>-0.579710 ( \cdot 10^{-15} )</td>
</tr>
<tr>
<td>1</td>
<td>0.121619 ( \cdot 10^{-14} )</td>
<td>-0.648495 ( \cdot 10^{-20} )</td>
<td>-0.148970 ( \cdot 10^{-5} )</td>
<td>0.496563 ( \cdot 10^{-12} )</td>
<td>0.946862 ( \cdot 10^{-19} )</td>
</tr>
<tr>
<td>2</td>
<td>0.528001 ( \cdot 10^{-17} )</td>
<td>-0.320666 ( \cdot 10^{-22} )</td>
<td>0.124790 ( \cdot 10^{-7} )</td>
<td>0.271761 ( \cdot 10^{-14} )</td>
<td>-0.152174 ( \cdot 10^{-20} )</td>
</tr>
<tr>
<td>3</td>
<td>0.771914 ( \cdot 10^{-19} )</td>
<td>-0.230138 ( \cdot 10^{-24} )</td>
<td>-0.781931 ( \cdot 10^{-10} )</td>
<td>-0.622421 ( \cdot 10^{-16} )</td>
<td>0.130821 ( \cdot 10^{-22} )</td>
</tr>
<tr>
<td>4</td>
<td>0.750481 ( \cdot 10^{-21} )</td>
<td>0.748180 ( \cdot 10^{-28} )</td>
<td>-0.789636 ( \cdot 10^{-12} )</td>
<td>-0.160509 ( \cdot 10^{-18} )</td>
<td>0.975847 ( \cdot 10^{-25} )</td>
</tr>
<tr>
<td>5</td>
<td>-0.872808 ( \cdot 10^{-25} )</td>
<td>0.102061 ( \cdot 10^{-28} )</td>
<td>0.734001 ( \cdot 10^{-14} )</td>
<td>0.789745 ( \cdot 10^{-27} )</td>
<td>-0.104734 ( \cdot 10^{-26} )</td>
</tr>
</tbody>
</table>

Table 6: Fitting coefficients for the multivariate Taylor expansion \((4)\) to the real part of the index of refraction over the \(16 \leq 1/\nu \leq 28 \mu m\) range. \(T_{\text{ref}} = (273.15 + 16)\) K, \(p_{\text{ref}} = 74400\) Pa, \(H_{\text{ref}} = 10\%\), and \(\nu_{\text{ref}} = 10^4/20\) cm\(^{-1}\).
3 REFRACTIVE INDEX IN THE DELAY LINE TUNNEL

3.1 Precision in the “Theory”

For the theory \cite{100}, the refractive index drops by $4.392 \times 10^{-7}$ from $\lambda = 1.32$ to 2.2 $\mu$m, for the fit \cite{22}, it drops slightly less, $4.249 \times 10^{-7}$, which is already apparent from Fig. 1.

Not knowing a priori which of these numbers is more appropriate would introduce an uncertainty of about $1.4 \times 10^{-8}$ in the refractive index as one tries to "extrapolate" the OPD seen by the metrology to the OPD seen by the star light, and this relative uncertainty is already about 300 times the relative change in the path difference of $4.8 \times 10^{-11}$ \cite[§2.2.3]{8}, induced by a 10 $\mu$arcsec tilt. (Since the absolute error in the OPD scales proportional to the baseline and the differential path difference between the PS and the SS scales proportional to the projected baseline, it is convenient to look at the relative errors here, because the actual baseline length approximately drops out in this case. From the instrument control point of view the following numbers can be relaxed a bit, if the star is not at the zenith.)

Let us use the relative accuracy of $4.8 \times 10^{-11}$ as a guidance for the estimates below, keeping in mind that

- this may be too optimistic since the full error budget sets the bounds, and some of the allowable error is already claimed by other, uncorrelated sources.
- this may be too pessimistic since it focuses on a nominally frozen setup of a single baseline, and does not acknowledge any statistical cancellation of errors by repeated measurements.

This sets the stage of what precision is required in the knowledge about the “generic” refraction indexes of the molecules in the tunnel air. To quote \cite{22}: “precise modern interferometric refractometers have been found to have uncertainties (at the 1$\sigma$ level) of 1–3×$10^{-8}$ and disagree by approximately the same amount when the same sample of air is measured. These results suggest that absolute uncertainties of better than $5 \times 10^{-8}$ are unlikely to be achievable by direct measurement, especially over long or nonuniform paths.”

Since \cite{22} models the entire dry air component, including CO$_2$, by two resonances at 65 and 132 nm, is is interesting to see that an exchange of each CO$_2$ molecule by an O$_2$ molecule in the theory of \cite{100} would already account for $2 \times 10^{-9}$ of the aforementioned discrepancy of $1.5 \times 10^{-8}$, which means that the drag of the CO$_2$ resonances in the infrared cannot be neglected.

Rank et al. \cite{131} measured $(27785.6 - 27321.9) \times 10^{-8} = 4.637 \times 10^{-6}$ for the difference of the refractive index of dry, CO$_2$ free air between 546.2249 nm and 1.529977 $\mu$m at a pressure of 760 mm Hg and 15$^\circ$C. The theory presented here produces a value of $4.624 \times 10^{-6}$ for the same parameters.

The refractivity measurements of pure carbon dioxide by Old et al. \cite{117} are $\approx 30\%$ larger than the theory used here (which is based on the HITRAN database and \cite{121}). Because the CO$_2$ molecule has a $\approx 58\%$ larger refractivity than the average air molecule in the H band and builds 370 ppmv of the air, an ad-hoc correction would increase the theory of Fig. 1 by $\approx 4.4 \times 10^{-8}$. 
3.2 Requirements on the Knowledge of Ambient Parameters

3.2.1 Principles of Measurement

The susceptibility \( n - 1 \) is itself (to the precision needed here) built of sums over products of the molecule concentrations by the “intrinsic” physical properties (dynamic polarizabilities) of the molecules. Excellent knowledge of the optical properties of the gases can easily become futile if not matched by the same relative precision in the metrology of the gas densities (since the relative error in the products is the sum of the relative errors in the factors). This point has already been stressed by Ciddor [22].

From the outset, the relative error in the molecule concentrations is (from the ideal gas equation) the sum of the relative errors in the (partial) pressure \( p \) and in the temperature \( T \).

As an alternative to this way of extrapolation of the index of refraction via computation from a formula, in which measured concentrations are an input, one could think of an implicit measurement of the tunnel gas densities with the other laser systems, exploiting their inherent accuracy:

- The gas densities at the PRIMA DDL table can be measured since the the PRIMA laser of the DDL control loop surveys a very local air path close to the table of the Differential Delay Line http://www.mpla-hd.mpg.de/PRIMA-DDL/s (DDLS). This is done by (ab)use of the vacuum equipment and means to measure the differential delay between the DDLs once in vacuum and once in the ambient air. Some obstacles to this are
  1. such a pressure cycle may be unrealistic for various reasons (too slow, or producing itself turbulence and convection).
  2. the accuracy of the results depends on the quality of the “reference” state (here, the vacuum), and is only reproducible to the degree that the vacuum pressure is well known. Since only a moderate vacuum is foreseen, the vacuum pressure might be known no better than the actual ambient pressure, and no advantage be left [29, §4.10.2.4].
  3. Extrapolation from the few centimeters of air path close to the PRIMA DDL to the tens of meter in the DL tunnel seems adventurous.

- use the third wavelength of the VLTI metrology laser system [81], and use the relative OPD at the third and the PRIMA metrology wavelength, which also becomes proportional to the gas filling, to deduce the air density from knowledge of the refractive index at this third frequency. An inherent problem of using any VLTI DL metrology information is that it covers a path between the VLTI DL mirrors and the primary or secondary, whereas the PRIMA metrology starts from a point on the PRIMA sensor table in the interferometric laboratory, and therefore includes (integrates over) some additional environment. Also, the super-heterodyne phase detection of the PRIMA metrology and the associated software is only tuned to measure the differential optical path length, but not the two individual paths [76]. There are two variants of this idea:
  1. One “defines” two fixed points in the delay line tunnel, for example by two light barriers that run perpendicular to the DL rails. (The “coarse” metrology of the VLTI Delay Lines (DLs) could serve the same purpose but is not providing a resolution better than 30 \( \mu \text{m} \) [169].) One then measures the optical path length at the actual (variable) ambient conditions by running with the DL carriages through these and counting the VLTI DL metrology fringes. The advantages are
    - this can span a large portion of the actual, relevant air path
– the computer infrastructure ought to be already there (in form of the reflective memory network [173, Fig 2.1])

and the disadvantages
– this is correlated to any error labeled as “tunnel concrete structure instability” in the PRIMA error budget. Fortunately it seems as there is some automated cancellation here: if the vacuum path between the light barriers is extended in the course of some ground movement, a new measurement will actually “see” the higher areal density, though it does not know whether this means a higher air pressure or a change of the geometry.

2. One drives the VLTI delay line over some typical range and monitors the optical path difference at the same time with the PRIMA and the VLTI metrology lasers. The ratio of these path differences is proportional to the air density. The disadvantages are
– The “signal” of this measurement is good (larger) if the difference between the wavelengths of the lasers is large, but this may put more stress on the theory since the contributions (dispersions) of the air constituents to the total diffraction are not the same at all wavelengths.

and the advantages
– One can (in principle) detect even gradients in the refractive index along the path accessible with the VLTI carriages.

The idea of transforming the entire facility to an expensive hygrometer by using two different laser wavelengths is not new [1].

A third alternative is the use of the delay line systems themselves as Michelson interferometers. The finite stroke of the PRIMA DDLs, 6.5 cm mechanically and 13 cm in OPD, gives it a resolution of \( \lambda/\Delta \lambda \approx 1 \cdot 10^5 \) at 2.2 \( \mu \)m, which allows a measurement of the susceptibility with a relative precision of only 0.04; the large OPD of the VLTI DLs, however, provides any desirable resolution we may call for, if one manages to move a gas cell with a well known reference gas (which could be the vacuum) at a well known pressure in and out of the beams.

### 3.2.2 PRIMA’s differential point of view

Supposed one would face the problem of calculating the OPL or OPD in one of the VLTI beams from knowledge typically acquired with the 1.3 \( \mu \)m laser of the PRIMA metrology and auxiliary sensors. (I assume that the value of 1.7 \( \mu \)m quoted on page 14 of [8] is wrong.) This would be

• equivalent to defining the zenith angle of a star as sketched in Fig. 7,

• and equivalent to the task of blind tracking a K band star assuming that the ZOPD is given (tracked) at the same time for a J-Band star,

• and may resurface in the baseline calibration program [31], which is relaxed with respect to the requirement of \( \Delta b \approx 50 \mu \)m, a relative accuracy of \( 2.5 \cdot 10^{-8} \), but (apparently) wants to reduce this from some metrology measurements to the vacuum. Since this baseline calibration will probably be based on an external calibration “on the sky” [87, 91, 149], this issue is not touched here further.
As \( n - 1 \) is of the order of \( 2 \cdot 10^{-4} \), an absolute precision of 5 nm over 100 m would require a relative precision in \( n - 1 \) of \( \approx 5 \cdot 10^{-11} \), which could only be achieved if the molecular concentrations (of the dominant gas species) were known to \( 2 \cdot 10^{-7} \), which is illusory in both \( p \) and \( T \).

Figure 7: The standard model of delay line correction for a star at zenith angle \( z \): The optical path difference \( D \) shows up once in the vacuum above telescope 1, and is added for telescope 2 on the ground (at some local index of refraction). The atmosphere is horizontally homogeneous and the earth flat; therefore there is no correction needed for the ray path curvature induced by any vertical gradient of the index of refraction through the atmosphere, because these two paths match each other at each height above ground.

The philosophy of the astrometric approach is to determine a difference in these angles between a primary (reference) star and a science (secondary) star rather than to determine the absolute angles, which relaxes the requirements tremendously, overall by a typical factor of \( X/D \), where \( |X| \leq 11.7 \) cm is the differential optical delay and \( D \) the OPD of any one of the two stars. (This maximum value of \( X = \tau b \) corresponds to the maximum baseline of \( b = 202 \) m between AT station B5 and J6 in conjunction with the maximum star separation of \( \tau = 2 \) arcmin = \( 5.8 \cdot 10^{-4} \) rad admitted by the STS, observed at one of the two “favorable” times of the day that maximize the \( X \) amplitude. This implies that the field rotation induced by a “hybrid” mixture of telescopes north and south of the DLs is of no concern [53, 127]. The proposal of [47] has baselines no longer than 145 m.) This does not actually add any new aspect to the error budget, and we recall the estimates of the previous section in a more formal way. \( \Delta \) denotes the absolute error or difference in a parameter, and \( 0 < \varepsilon \leq 1 \) (but not \( \epsilon \) the relative error. “Error” and “correction” are synonymous to some degree (the error in the correction is what generates a term in the error budget).

The measurement principle and reconstruction of the external delay \( D \) is to localize the fringe maximum on the ground, changing the tunnel geometric path length \( D_t \) such that the phase \( n(k)kD_t - kD \) becomes zero, aiming at \( n(k)D_t = D \) in

\[
I(D_t) = \int e(k)\{1 + \cos[n(k)kD_t - kD]\}dk,
\]  

(5)
Astrometry in the K band wants to determine the differential OPD \(D_{PS} - D_{SS} = n_{PS}(K)D_{DPS} - n_{SS}(K)D_{ISS}\), where the argument of \(n\) represents the infrared band. The IR metrology counts fringes in the J-band and measures \(2|n_{PS}(J)D_{DPS} - n_{SS}(J)D_{ISS}|\), where the factor of 2 indicates the round trip from the FSU to the RR3 and back. The dispersion correction assesses the difference—assuming the factor of 2 is exact which means that the asymmetric beam bending of Sect. 3.3 does not play a role etc—which is

\[
[n_{PS}(K) - n_{PS}(J)]D_{DPS} - [n_{SS}(K) - n_{SS}(J)]D_{ISS}. \tag{6}
\]

The refractivity can be expanded to lowest order at some wave number chromatically, \(n_{PS}(K) = n_{PS}(J) + \Delta k \partial n_{PS}/\partial k\), where \(\Delta k \partial n_{PS}/\partial k \approx 4.4 \cdot 10^{-7}\) with an error of less than \(5 \cdot 10^{-8}\) (Fig. 1). This allows us to write the correction as \(\Delta k [\partial n_{PS}(K)/\partial k D_{DPS} - \partial n_{SS}(K)/\partial k D_{ISS}]\). Furthermore there may be a lateral spatial gradient, most probably implied by a temperature gradient, \(n_{SS}(K) = n_{PS}(K) - d\nabla n(K)\), where \(d = 0.24\)m is the beam separation. This re-writes the correction as \(X \Delta k \partial n_{PS}(K)/\partial k + D_{ISS} d \Delta k \partial n_{SS}(K)/\partial k\).

This splits the correction into a chromatic term proportional to the DOPD \(X\) of up to 12 cm, and a "lateral" gradient term proportional to the full delay \(D\) of a single beam.

### 3.2.2.1 Chromatic Term

The error in the optical path differences for the primary or secondary star is

\[
\Delta D = \Delta n L,
\]

where \(L\) is the vacuum path length difference. The error in the differential optical delay is (neglecting all turbulence effects)

\[
\Delta X_{2.2} = \Delta (nl) = l \Delta n_{2.2} + n_{2.2} \Delta l,
\]

where the error \(\Delta l\) in the mechanical position of the DDLs is either 5 nm according to the specifications of the mechanical precision if the DDLs are operating in vacuum, or it is the error \(\varepsilon_l = \varepsilon_{X_{0.64}} + \varepsilon_{n_{0.64}}\) induced by estimating it from the optical path difference of the internal feedback operating at the HeNe wavelength if the DDLs are operating under ambient air [74]. Here the indices indicate the wavelengths of the laser or science lights. Because it is more difficult to estimate the absolute refractive index of the ambient air at the HeNe wavelength than to interpolate from \(\lambda = 1.3\) to 2.2 \(\mu\)m, \(\varepsilon_{n_{0.64}} \gg \varepsilon_{n_{2.2}/n_{1.3}}\), we assume that the differential optical delay is computed from the four path lengths of the IR metrology laser, with the advantage that this includes all breathing modes of the tunnel system induced by seismic activities, and the snapshot of all (relative) turbulences in the beams:

\[
\Delta X_{2.2} = \Delta (n_{2.2}X_{1.3}/n_{1.3}),
\]

\[
\varepsilon_{X_{2.2}} = \varepsilon_{n_{2.2}/n_{1.3}} + \varepsilon_{X_{1.3}}.
\]

Leaving aside the relative error from the IR metrology system, which is not discussed here, the total relative error becomes

\[
\varepsilon_{X_{2.2}} = \frac{1}{2} \Delta(\chi_{1.3} - \chi_{2.2}),
\]

half of the absolute error in the difference between the susceptibilities. (The correction would go beyond this linear order in the differences.) The susceptibilities are sums over gas species \(g\), which contribute by products of wavelength-independent number densities and what we roughly may call molecular dynamic polarizabilities \(\alpha\),

\[
\chi = \sum_g f_g \alpha_g,
\]

where \(f_g\) is the fraction of a gas species and \(\alpha\) is the molecular dynamic polarizability.
\[ 
\varepsilon_{X_{2,2}} = \frac{1}{2} \sum_{g} \Delta (f_g (\alpha_{g,1.3} - \alpha_{g,2.2})) = \frac{1}{2} \sum_{g} [(\alpha_{g,1.3} - \alpha_{g,2.2}) f_g \varepsilon_{f_g} + f_g \Delta (\alpha_{g,1.3} - \alpha_{g,2.2})]. \tag{13} 
\]

The first term \( \propto \varepsilon_{f_g} \) is an error from the available measured densities, due to errors in the partial pressures \( p \) and common temperature \( T \),

\[ 
\varepsilon_{f_g} = \varepsilon_{p_g} + \varepsilon_T \tag{14} 
\]

and the second \( \propto \Delta (\alpha_{g,1.3} - \alpha_{g,2.2}) \) an error in the “theory.”

A maximum error of 5 nm over \( X = 13 \) cm demands \( \varepsilon_{X_{2,2}} < 3.8 \cdot 10^{-8} \), and one would like to keep both terms individually below \( 1.9 \cdot 10^{-8} \). Since \( \frac{1}{2} \sum_g (\alpha_{g,1.3} - \alpha_{g,2.2}) f_g \) is of the order of \( 4.4 \cdot 10^{-7} \) as already stated in Sec. 3.1, and all important \( \alpha_{g,1.3} - \alpha_{g,2.2} \) have the same sign, this can definitely be enforced for the first, “experimental” term by keeping the sum of all relative errors \( \varepsilon_{f_g} \) below 0.04, for example. Actually, the contributions to the dispersions are of different importance, as shown in the global accounting of “dry” and “water” constituents in the previous paragraph; in these cases one can trade some errors for others, and should demand that the relative errors are inversely proportional to the weights \( (\alpha_{g,1.3} - \alpha_{g,2.2}) f_g \). The outcome for the extrapolation of the J-band optical path difference to the K band is that the relative error in the humidity (water vapor density) is allowed to be about 10 to 20 times as large as the relative error in the remaining density (pressure).

Characteristic numbers are given in Tab. 7. The correction in the relative OPD position of the differential delay line is of the order of 53 nm (maximum, since referring to the full differential stroke) to adapt to the different wavelengths of the metrology and science beam, and varies by a few nanometer if the ambient parameters change within reasonable bounds. In the first part of the table, increase of the temperature at constant pressure means to decrease the molecule density, resulting in smaller \( \Delta X \). In the second part, exchange of the average dry air molecule by a water molecule and increase of the humidity results in an increase of the correction (meaning the dispersion of the single water molecule is stronger than the dispersion of the average air molecule in this spectral region, recall the factor 0.14 mentioned above). In the third part, increase of the pressure at constant temperature increases the molecule densities and therefore increases \( \Delta X \).

One may switch from relative to absolute humidity and fit the change in the refractive index difference from 1.3 to 2.25 \( \mu m \) as given in Tab. 8.

The calculations shown above must be replaced by an equivalent calculation on the dispersion in the DDL window material, if the DDL uses its “vacuum” option [12, 72].

Remark: The transition from the IR laser wavelength to the science wavelength with (6) does not need an input in form of the temperature/humidity gradients like shown in Fig. 8. The delays \( D_{1PS} \) and \( D_{1SS} \) are actually path length differences to telescope 1 and 2, and (i) should be split into

\[
\begin{align*}
\frac{[n_{1PS}(K)L_{11PS} - n_{2PS}(K)L_{12PS}]}{n_{PS}(K)D_{1PS}} - \frac{[n_{1SS}(K)L_{11SS} - n_{2SS}(K)L_{12SS}]}{n_{SS}(K)D_{1SS}} - [K \to J] 
\end{align*}
\tag{15}
\]

to investigate this point. We see that at each piece along the way to each telescope, the terms \( n_{1PS}(K)L_{11PS} - n_{1SS}(K)L_{11SS} \) and \( n_{2PS}(K)L_{12PS} - n_{2SS}(K)L_{12SS} \) cancel for any temperature/humidity profile along the path, and only the local correction \( \propto X \), the differential delay near the DDL remains as already discussed above. (It is not clear whether the temperature sensors of the DDL [44, 90] will be funneled into the raw data set and made available to the DRS.) The same cancellation happens within the term in the J band (IR metrology). This means that purely longitudinal gradients in the refractivity do not need a color correction of the IR metrology reading for dual-beam astrometry.
### Table 7: Estimated optical path difference $\Delta X$ between $\lambda = 1.319 \, \mu m$ and $\lambda = 2.25 \, \mu m$ observed at an optical path difference $X = 12 \, cm$ as a function of temperature $T$, total air pressure $p$, and humidity $H$. Seasonal temperature variations are reported in Figs. 31 to 34, [79] and [70, Fig. 8]. Pressures below 0.726 atm (736 hPa) are indicative of storm.

<table>
<thead>
<tr>
<th>T / °C</th>
<th>P / hPa</th>
<th>H / %</th>
<th>$\Delta X$ / nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>747</td>
<td>10</td>
<td>-53.2</td>
</tr>
<tr>
<td>14</td>
<td>747</td>
<td>10</td>
<td>-52.9</td>
</tr>
<tr>
<td>16</td>
<td>747</td>
<td>10</td>
<td>-52.7</td>
</tr>
<tr>
<td>18</td>
<td>747</td>
<td>10</td>
<td>-52.5</td>
</tr>
<tr>
<td>16</td>
<td>747</td>
<td>5</td>
<td>-52.2</td>
</tr>
<tr>
<td>16</td>
<td>747</td>
<td>10</td>
<td>-52.7</td>
</tr>
<tr>
<td>16</td>
<td>747</td>
<td>20</td>
<td>-53.6</td>
</tr>
<tr>
<td>16</td>
<td>747</td>
<td>40</td>
<td>-55.4</td>
</tr>
<tr>
<td>16</td>
<td>747</td>
<td>50</td>
<td>-56.3</td>
</tr>
<tr>
<td>16</td>
<td>736</td>
<td>20</td>
<td>-52.8</td>
</tr>
<tr>
<td>16</td>
<td>741</td>
<td>20</td>
<td>-53.2</td>
</tr>
<tr>
<td>16</td>
<td>746</td>
<td>20</td>
<td>-53.5</td>
</tr>
<tr>
<td>16</td>
<td>751</td>
<td>20</td>
<td>-53.9</td>
</tr>
<tr>
<td>16</td>
<td>756</td>
<td>20</td>
<td>-54.2</td>
</tr>
</tbody>
</table>

Table 7: Estimated optical path difference $\Delta X$ between $\lambda = 1.319 \, \mu m$ and $\lambda = 2.25 \, \mu m$ observed at an optical path difference $X = 12 \, cm$ as a function of temperature $T$, total air pressure $p$, and humidity $H$.

### Table 8: First partial derivatives of the difference of the indices of refraction at 1.32 and 2.25 µm w.r.t. temperature, absolute humidity and air pressure near typical Paranal tunnel values.

<table>
<thead>
<tr>
<th>derivative</th>
<th>units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\partial(n_{2.25} - n_{1.3})/\partial T$</td>
<td>$1.5 \cdot 10^{-9} / K$</td>
</tr>
<tr>
<td>$\partial(n_{2.25} - n_{1.3})/\partial f_w$</td>
<td>$-1.0 \cdot 10^{-7} / (\text{mol/m}^3)$</td>
</tr>
<tr>
<td>$\partial(n_{2.25} - n_{1.3})/\partial p$</td>
<td>$-5.8 \cdot 10^{-12} / \text{Pa}$</td>
</tr>
</tbody>
</table>

Table 8: First partial derivatives of the difference of the indices of refraction at 1.32 and 2.25 µm w.r.t. temperature, absolute humidity and air pressure near typical Paranal tunnel values.

#### 3.2.2.2 Lateral Gradient Term

This term produces an error if lateral temperature/humidity gradients lead to a bias over the distance of $d = 0.24 \, m$ where $D < 202m \cdot \sin 60^\circ \approx 174 \, m$ for baselines up to 202 m and zenith angles up to 60 deg. (The actual maximum delay is smaller, roughly 150 m with the G1-J6 baseline, because the finite range of the MDL positions does not allow access to all sky positions of the B5-J6 baseline; see the issgui* files in http://www.strw.leidenuniv.nl/~mathar/vlti/.) For each Kelvin difference in the beam temperatures, $\Delta T/T \approx 1/280$, and $n - 1 \approx 2 \cdot 10^{-4}$, we have $d\Delta k \partial n/\partial k \approx \Delta T/T \Delta k \partial n/\partial k$, which remains smaller than $\Delta T \cdot 5 \cdot 10^{-8} / (280 \, K)$. (For simplicity we may assume a homogeneous gas chemistry and no pressure gradients, $d\nabla n = \Delta T \partial n/\partial T \approx (n - 1) \Delta T/T$.) The error in the correction of the differential OPD is smaller than $\Delta T/K \cdot 5 \cdot 10^{-8} / 280 \cdot 174m \approx 31 \, \text{nm} \Delta T/K$: A persistent beam temperature difference of 1°C along the entire dual beam path adds 31 nm.

This error term favors the use of small baselines. Assuming that modeling of the local temperature gradients is difficult, beam swapping (which adds two terms of different sign in $\nabla n$ but the same $D$) is a valuable technique to cancel this term to high degree.

#### 3.2.3 Implications To Temperature/Humidity Sensor Network

Each change in the humidity by 1 mole/m^3 changes the refractivity in the K band by $5.2 \cdot 10^{-6}$ to $5.3 \cdot 10^{-6}$, depending on where in the K band one actually looks at. Typical variations of the humidity
Figure 8: These temperature gradients in units of K/m along the VLTI tunnel $U$-coordinate in meter are the divided differences of the data plotted in Fig. 8 of [79].

in the VLTI tunnel are of the order of 0.001 to 0.004 mole/m$^3$ within time intervals of 10 min (Fig. 40). At delays $D$ of up to 170 m (baseline $b = 202$ m at $z = 60$ deg zenith with Eq. (34)) these fluctuations induce changes in the OPD of 900 nm–3.6 $\mu$m within 10 min, and even larger changes within 30 min. Temperatures are of similar importance: a typical variation in temperature of 0.04$^\circ$C in 10 minutes changes the air density by a factor of $1.4 \cdot 10^{-4}$, therefore the refractivity by $3 \cdot 10^{-8}$ and the OPD by up to 5 $\mu$m.

The astrometric data reduction requires DOPD accuracies of typically 5 nm. Each change in the humidity of 1 mole/m$^3$ changes the water-induced refractivity between the metrology laser and the K band by 1.8$\cdot 10^{-7}$ or 0.8$\cdot 10^{-7}$, depending on which place in the K band one looks at. Assuming the case of 1.8$\cdot 10^{-7}$ at $\lambda = 2.4$ $\mu$m, a change in humidity of 0.004 mole/m$^3$ within 10 minutes, and $D = 170$ m, we get a correction of the IR metrology scale of 122 nm. In this case, reading humidities and temperatures must be done more frequently than once every 10 minutes. The sensor near M12 shown in Fig. 42 had a median of fluctuations of 8$\cdot 10^{-4}$ mole/m$^3$ in 5 min intervals, equivalent to corrections of 25 nm to the IR metrology, indicating again that the readings would have to be done faster than once every 5 minutes.

The cancellation effect of the longitudinal density gradients discussed with Eq. (15) does not apply to the color correction of the baseline calibration, which adds the term

$$[n_{1PS}(K)L_{1PS} - n_{2PS}(K)L_{2PS}] - [n_{1PS}(J)L_{1PS} - n_{2PS}(J)L_{2PS}]$$

(16)

to a single-beam measurement, here chosen to be the PS. The color correction $n_{1PS}(K) - n_{1PS}(J)$ changes by $\approx 1.8 \cdot 10^{-9}$ for each temperature difference of 1 K—the term $\Delta T/T\Delta k\partial n/\partial k$ from
Sec. 3.2.2.2. Eq. (16) integrates this value independently over the paths from the FSU to the two telescopes. The correction becomes larger if the $D_t$ itself becomes larger and/or if the air/water density (temperature or humidity) along the path to one of the two telescopes differs from the parameters on the other path. (The one-way path lengths from the UT and AT stations to the PRIMA FSU are plotted in Fig. 9.) Supposed one would err in the temperature along the maximum path of 270 m to one telescope, the error in the correction (16) would amount to $1.8 \cdot 10^{-9} \cdot 270 \, \text{m} \approx 0.5 \, \mu\text{m}$. This error in $D$ is boosted by a factor $1/\sin z$ of (34), which stays below 11 assuming that baseline calibrations at $z < 5$ deg are avoided. Still, the error in $b$ is well below the accuracy of $\approx 50 \, \mu\text{m}$ generally required for the baseline length.

3.3 Beam Curvatures in the Tunnel

3.3.1 Refractivity Gradient and One-Path Solution

A gradient of the refractive index tilted toward the line of sight bends beams (“mirage”). We consider the model of temperature gradients that induce linear deviations in the refractive index

$$n = n(x, y) = n_0 + xn_x + yn_y; \quad \nabla n_r = (n_x, n_y, 0)$$

(17)
relative to the point \((x, y) = (0, 0)\) where the light beam enters the delay line tunnel (Fig. 10). The Snell’s law of refraction reads in this case

\[
n(x, y) \sin \Psi = n_0 \frac{n_y}{\sqrt{n_x^2 + n_y^2}},
\]

where \(\Psi = \arctan G - \arctan y’\) with \(G \equiv n_y/n_x\) is the local tilt angle between the beam and the gradient of the refractive index, and \(n_y/\sqrt{n_x^2 + n_y^2}\) the \(\sin \Psi\) at the origin of coordinates. We solve the resulting first-order differential equation

\[
n(G - y') = n_0 G \sqrt{1 + y'^2}
\]

for the beam geometry \(y' \equiv \partial y/\partial x\) with a power series ansatz with the boundary condition \(y'(0) = y''(0) = 0\) to find

\[
y \approx \frac{n_x G}{2n_0} x^2 - \frac{n_x^2 G}{3n_0^2} x^3 + \frac{n_x^3 G(G^2 + 6)}{24n_0^3} x^4 - \frac{n_x^4 G(7G^2 + 12)}{60n_0^4} x^5 + \ldots
\]

(One can also deduce more formal implicit solutions by forming a product of two terms in \(y\) as described in [64, §2.4] and introducing a coordinate \(\eta = x + Gy\) as described in [64, §2.12] to obtain a separable first order differential equation in \(\eta\) and \(x\).) If the gradients follows strictly the sides of the tunnel with no transverse component, \(n_y = G = 0\), the beam stays straight: \(y = 0\). Since \(n_x x\) is not larger than \(\approx 10^{-6}\) (see below), and \(G\) is of the order of 1, only the first term in Eq. (20) is relevant in practice. Then

\[
y \approx \frac{n_y}{2n_0} x^2
\]

demonstrates that the path is approximately parabolic, and that the displacement is proportional to the temperature (density) gradient perpendicular to the path.

A temperature gradient \(\partial T/\partial r \approx 2 K/(100 \text{ m})\) [79, Fig. 8] is equivalent to a density gradient of \([-p/(RT^2)](\partial T/\partial r)\) with the ideal gas law, where the absolute value of the prefactor is \(\approx 0.11 \text{ mmol/m}^3\) at \(p = 751 \text{ hPa}\) and \(T = 285 \text{ K}\). The product of the two numbers combines into some maximum air density gradient of \(2.2 \cdot 10^{-3} \text{ mole/m}^4\), and at \(1/\nu = 2.2 \mu\text{m}\), the gradient in the susceptibility is about \(2.8 \cdot 10^{-8}/\text{m}\), the gradient in the refractive index \(\nabla n \approx 1.4 \cdot 10^{-8}/\text{m}\) at \(n_0 \approx 1.0005044\). (Rule of thumb calculations can just assume that the relative change in the refractivity \(n - 1\) equals the relative change in \(T\) at constant composition and pressure.) This is a rather optimistic value because the vertical temperature gradient can be about a factor of 5 larger [79, Fig. 10][51], and the design value [127, Tab. 3.7.2] in the VLTI laboratory is a factor of 2 larger. Various examples for propagation distances \(x\) and directional angles \(\Psi_0 = \arctan n_y/n_x\) between the gradient and the main tunnel axis are shown in Fig. 11. The finite length of the delay line tunnel limits \(x\) to a theoretical maximum of about 140 m, the case of AT stations A0 or A1. The full truth is that the same effect is already present in any of the light ducts [48]. To quote [77]: “Therefore, provision should be taken to allow the metrology system of PRIMA to participate to the control of the Differential Delay Lines. This drift can be explained by the fact that one of the beam was propagating very close to the wall of the light duct. Because the wall has a significant temperature inertia, this beam was less affected by the changes of the air temperature compared to the beam propagating at the center of the light duct. . . . It is anyway recommended for pure geometrical reasons; in the current dual feed configuration, the secondary beam is too close from the wall of the light duct.”

From Eq. (20) one obtains the local angle of arrival at the VCM

\[
R \equiv \arctan(y') \approx \frac{n_x G}{n_0} x - \frac{n_x^2 G}{n_0^2} x^2 - \frac{n_x^3 G(G^2 - 6)}{6n_0^3} x^3 + \ldots
\]
Figure 10: In this calculation of a curved beam, the beam enters the tunnel at \((x, y) = (0, 0)\) and is bent away from the geometric straight line by a horizontal gradient of the refractive index \(\nabla n = (n_x, n_y, 0)\).

which is plotted in Fig. 12. Remarks:

1. To obtain the corresponding angles on the sky, these numbers must be multiplied by the ratio 80/1800 \(\approx 0.044\) of the beam over AT mirror diameters.

2. The angle \(\arctan(y/x)\) that is calculated by measuring the beam spot location \(y\) on a distant detector [48] and dividing by the detector distance \(x\) is only half as large, and this factor has not been taken into account in [48, Table 3] as it seems. (A request on clarification on this factor has been sent to the author in the first week of Feb. 2004, awaiting an answer since then. A look into [77] adds even more confusion by not making a difference between the “tilt” and its standard deviation. It remains dubious if and by which means any of these measurements defined a straight horizontal line of sight. For comparison: the geometric tilt between looking straight along 82 meters through vacuum or looking along the equipotential surface is about 1.3 arcsec given the standard earth radius.)

3. Rewriting Eq. (21) as \(y' \approx n_y x\) seems to be compatible with the formula given at the bottom of page 5 in [48], but it remains unclear whether the expression \(dz/dx\) there is equivalent to the differential \(y'\) or to the divided difference \(y/x\). This “heuristic” approach in [48] seems to introduce the ambiguous factor of 1/2 that I mention missing above.

The geometric path length would have been \(x\) for the straight line and is changed to the integral \(\int \sqrt{1 + y'^2} \, dx\), which is \(x[1 + n_y^2 x^2/(6n_0^2) - n_x n_y^2 x^3/(4n_0^3) + \cdots]\). The optical path length would have been \(\int n \, dx = x(n_0 + n_x x/2)\) for the straight line and is the integral \(\int n \sqrt{1 + y'^2} \, dx\) long the curved beam, which is \(x[n_0 + n_x x/2 + n_y^2 x^3/(3n_0) - 5n_x n_y^2 x^5/(24n_0^3) + n_y^2 n_0^2 (4G^2 + 9)x^3/(60n_0^3) + \cdots]\).
Figure 11: Transverse beam displacement $y(x)$ in $\mu$m by a gradient of the refractive index of $1.4 \cdot 10^{-8}$ m$^{-1}$ for propagation of $x = 5 \ldots 100$ meters along the tunnel and angles $\Psi_0 = 5^\circ \ldots 55^\circ$ between the gradient and the tunnel tube axis, according to Eq. (20).

$$\Delta L = \frac{n_y^2}{3n_0} x^3 - \frac{5n_x n_y^2}{24n_0^2} x^4 + \frac{n_x^2 n_y^2 (4G^2 + 9)}{60n_0^3} x^5 \ldots$$

(23)

that one would attribute to the curvature, remains smaller than 0.05 nm for $x \leq 100m$ and $\Psi_0 \leq 55^\circ$ for the examples shown in Figs. 11 and 12. The optical path difference of $\approx n_x x^2 / 2$ which is added by the longitudinal density gradient has been measured separately [77], but is actually absorbed in the calibration with the metrology as discussed in Sect. 3: if one looks at the OPL calculation just as a numerical integration along the path with varying density, knowledge of the gradient means one can switch from the Riemann type of summation to a trapezoidal rule.

3.3.2 Cascaded Solutions: Mirror Reflections

After the five reflections inside the VCM, the rotational symmetry by the VCM optics [39] is designed to invert this beam displacement on exit, and one would expect at first glance that this could undo some of the transverse effect as the beam would travel on the dotted curve in the upper part of Fig. 10 back to the left. Unfortunately, the consistent model must assume that the same, global density gradient is still effective in these regions (not mirrored), and the beam will therefore be bent asymmetrically, further increasing its angle relative to the geometric horizontal, and crossing the nominal beam axis (solid curve upper part of Fig. 10) depending on how far the delay line carriage is away from M16. After passage through the VCM, the beam is shifted by 240 mm horizontally and vertically relative to the entrance axis; so the further tracing would done in a new $(x, y)$ coordinate.
Figure 12: The disorientation $R$ in units of arcsec equivalent to the beam displacement of Fig. 11, according to Eq. (22).

system which is rotated relative to the old one by $180^\circ$, in which the boundary conditions are nonzero $y_0 \equiv y(x = 0)$, nonzero $y_0' \equiv y'(x = 0)$, and the Snell’s law

$$n(x, y) \sin \Psi = (n_0 + n_y y_0) \frac{n_y - n_x y_0'}{\sqrt{n_x^2 + n_y^2 \sqrt{1 + y_0'^2}}}.$$  \hspace{1cm} (24)

This equation turns into Eq. (18) for a beam with $y_0 = y_0' = 0$. The generalization of Eq. (19) becomes

$$n(G - y') = \frac{(n_0 + n_y y_0)(G - y_0)}{\sqrt{1 + y_0'^2}} \sqrt{1 + y'^2},$$  \hspace{1cm} (25)

and this is solved with

$$y \approx y_0 + y_0' x + \frac{(1 + y_0'^2)n_x(G - y_0)}{2(n_0 + G n_x y_0)} x^2 + \frac{(1 + y_0'^2)n_x^2(G - y_0)(G y_0' - 3y_0'^2 - 2)}{6(n_0 + G n_x y_0)^2} x^3 + \cdots$$  \hspace{1cm} (26)

$$R = \arctan(y') \approx \arctan(y_0') + \frac{n_x(G - y_0)}{n_0 + G n_x y_0} x - \frac{n_x^2(G - y_0)(G y_0' + y_0'^2 + 2)}{2(n_0 + G n_x y_0)^2} x^2 + \cdots$$  \hspace{1cm} (27)

This could be used to plot ray paths after return from the VCM as sketched in the upper part of Fig. 10, one explicit example given in Fig. 13. There is one “lucky” point about 40 m away from the VCM at which M16 could be placed and tilted to remove tilt and displacement at the same time (for this particular density gradient). The location of this spot with negligible transverse displacement can be modified with an IRIS tip-tilt [52, 126], but not the tilt of the wavefront at this spot. (This
Figure 13: If we assume that the VCM is hit after 100 m in Figs 11 and 12, and follow the path as modeled by Eq. (26) in the same global field of the refractivity in reverse direction, the ray is bent back toward the nominal beam axis, which it meets again after about 40 additional meters—which would be 60 m away from the starting point. This is plotted as before for different angles $\Psi_0 = 5^\circ \ldots 55^\circ$ between the refractivity gradient and the main tunnel axis.

is similar to pointing with a ballistic cannon on a target, where the distance to the target can be adjusted by the barrel inclination, but not the impact angle.)

The effects described above are part of any interferometric instrument of the VLTI and have probably be already documented at places unknown to me: If one writes down the “white light fringe position” in terms of two VLTI metrology readings relative to opposite (fixed) walls of the VLTI tunnel, the difference between these is proportional to the OPD and therefore subject to the scaling by the mean (ie, path integrated) density fluctuations. (This is, of course, the reason why analyses like [109] can correlate temperatures/humidities and OPD’s.) The particular aspect of a gradient along the beam path is that the standard VLTI operation of keeping one reference DL carriage fixed, and moving the other, faces some “broken symmetry:” moving the carriage at the “cooler” place changes the OPD at the optically thicker place and needs a smaller mechanical amplitude to achieve some given OPD. However, the VLTI metrology does not notice this to first order, because its laser beam is scaled by the same effect. This means to the engineer that he cannot measure temperature gradients that way, or to the mathematician that a system of equations with two inputs (optical path lengths) is under-determined to solve for three unknowns (temperature, temperature gradient, and optical path difference). This does not bother standard measurements of fringe amplitudes which acquire the ZOPD wherever it may reside, and if one would attempt to measure the baseline by building the optical path length sum at fixed OPD, the effect of the (longitudinal) temperature gradient would cancel as this involves moving one DL carriages up and the other down the gradient. (The optical
path length *sum* is not sensitive to this gradient, whereas the optical path length *difference* is.)

### 3.3.3 PRIMA Related Aspects

The metrology light is forced into the same analysis. With IRIS in operation, a gradient of the refractive index would be corrected by tilting a mirror of the STS, which leaves a small difference in angles and OPD between the science and the metrology wavelength. The principle of operation is shown in the sketches of Fig. 14. With Eq. (21) and Fig. 1, each °C/m of lateral gradient in the

![Figure 14: By tilting M11 in the STS, IRIS keeps the star beam (bold line) on the axis at arrival at its sensor reacting to a gradient of the index of refraction n. Beams would run straight horizontal (thin horizontal line) if there were no refractive index gradient. The metrology beam (dashed curves) experiences a slightly different gradient, caused by the chromaticity in the air dispersion (the term \( \partial^2 n / (\partial \lambda \partial T) \)). Top: If it is launched close to the IRIS sensor location at the same angle as the science beam, it hits M11 at a slightly different angle, and is not reflected back to its point of departure. Bottom: If one aligns the metrology beam also to return to its original point, it has to be “launched” under a different angle and hits at a different M11 segment than the science beam to compensate for the fact that the M11 tilt is not optimized to its wavelength.](image)

temperature means a lateral spread of \( 5 \cdot 10^{-7} / m \times 1/273x^2/2 \approx 7.5 \cdot 10^{-10}x^2/m, \) and after \( x = 100m \) the science beam and metrology are separated by several \( \mu m. \) With Eq. (22) one could say that each °C/m of lateral gradient in the temperature creates a differential angle of \( 5 \cdot 10^{-7} / m \times 1/273x \approx 15 \cdot 10^{-10}x\text{rad}/m \) between the two wavelengths, which is \( 31 \text{ mas} \) in the lab (1.4 mas on the sky) after \( x = 100m. \) As shown in Tab. 9, independent alignment of the metrology beam on its different trajectory gives a beam offset on the IRIS tilt mirror which is proportional to the square of the distance from the mirror to the lab. (The table has been created by selecting a mirror tilt that ensures that the science beam is back to the axis after the distance \( x, \) then searching for a self-consistent \( y_0 \) for the metrology beam that forces it to land perpendicular on this tilted mirror to have its return path matching the forward path.)

Further remarks:

1. The time-independent part of this misalignment will probably be canceled by rotation of the PRIMA feeding mirrors in the interferometric laboratory [52]. Due to the seasonal sign flip
Table 9: The distance $x$ between the mirror and the “launch” point, the two angles of the science and the metrology beam at the launch point, and the lateral displacement between the two beams at the mirror position for the lower picture in Fig. 14 for each $\degree$C/m of lateral gradient in the temperature.

<table>
<thead>
<tr>
<th>$x$ (m)</th>
<th>$R_{sci}$ (rad)</th>
<th>$R_{met}$ (rad)</th>
<th>displac ($\mu$m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>$3.7428 \cdot 10^{-6}$</td>
<td>$3.7611 \cdot 10^{-6}$</td>
<td>0.092</td>
</tr>
<tr>
<td>100</td>
<td>$3.7428 \cdot 10^{-5}$</td>
<td>$3.7611 \cdot 10^{-5}$</td>
<td>9.154</td>
</tr>
<tr>
<td>150</td>
<td>$5.6142 \cdot 10^{-5}$</td>
<td>$5.6417 \cdot 10^{-5}$</td>
<td>20.596</td>
</tr>
</tbody>
</table>

of the vertical temperature gradient in the interferometric laboratory [79, p 13], this is only a semi-permanent adjustment. Obviously, the Coudé guider does not see these effects, and cannot be used for online-corrections, but calibration of the misalignment could be done with any other K band instrument (VINCI TCCD) long before PRIMA operations start to obtain a pointing offset table as a function of tunnel temperature gradients.

2. The beam curvature in the delay line tunnel is caused by transverse temperature gradients; the placement of the temperature sensors [80] is strongly biased toward measuring the longitudinal gradient, and doing this only in the delay line tunnel (not in the ducts) [2].

3. The beam of the associated interferometric second beam on another delay line experiences the same effect, but with the negative of this gradient in its coordinate system, because it runs into the opposite direction.

In summary, beam curvature following from air density gradients in the tunnel are first of all a problem of beam wandering on the detector, a problem of alignment in the static case, and a problem of loosing coherency depending on the frequency range. The impact of the additional optical path length following from the beam bending seems to be negligible.

### 3.3.4 Beam Tilt in the Tunnel

A further effect of the established vertical temperature gradient in the DL tunnel of the order of 0.1 K/m [79] is a tilt of the upper part of a beam relative to the lower part: at this part of their way, before the BCs, the beams have diameters of 80 mm, which means the upper and lower rim face temperature differences of $8 \cdot 10^{-3}$ K. At 2 $\mu$m, each degree difference in temperature (at constant relative humidity and pressure) leads to a change of air refractivity of $\approx 8 \cdot 10^{-7}$—that is $(n - 1)/280$ at $T = 280$ K. Therefore the two opposite rims of the 80 mm beam see a difference in refractivity of $64 \cdot 10^{-10}$, which would accumulate over a typical path length of 100 m to 640 nm differential OPD within each beam (Fig. 15). This is a wavefront tilt, up or down depending on the season, of $8 \cdot 10^{-6}$ rad or 1.7 arcsec in the lab (equivalent to 37 arcsec on the sky). The effect is partially canceled by symmetry,

- since one of the interferometric beams moves westwards and the companion eastwards in the tunnel starting from their M12, which means the upper and lower pieces of these wavefronts will be paired interferometrically, non-crossing,

- since the reflection by the VLTI DL (M13–M15) inverts the beams: effectively only the paths from M12 to M16 ($U \approx 53$ m) add up. (The upper rim on entry to the DL becomes the lower rim on exit, but the temperature gradient does not flip its sign between these two levels in the
Figure 15: The effect of a vertical temperature gradient (associated with Paranal’s W coordinate) is a reduced density of air in the warmer section of each 80 mm beam, effectively a smaller refractive index and accumulation of a wavefront tilt as the beam moves along the U coordinate. Tilts for beams moving in opposite directions cancel to the degree that these paths have the same length, as one collapses/superimposes the pieces across the planes to build an interferometric pattern in the BC.

Incomplete cancellation happens if the telescope stations have asymmetric distances to the $U \approx 53$ m coordinate; the worst case pairs a telescope on the A-rail ($U \approx -32$ m) with a telescope on the H-rail ($U \approx 64$ m), which leaves a non-matching path length of $(|−32−53|−|64−53|)m \approx 74$ m. The effect is chromatic and mimics very much a transverse atmospheric dispersion, with the major difference that the direction is not determined by the beam orientation on the sky but by the orientation in the tunnel.

Numerical evaluation of the fiber coupling coefficients for black body star spectra multiplied by the detector quantum efficiency has been done as follows: the vertical temperature gradient is converted to a $Z_2$ Zernike polynomial across the pupil, interpreted as a phase over the pupil, and numerically integrated with the fiber’s far field to define a chromatic amplitude coupling coefficient. The square of this (the energy coupling) is multiplied with the spectrum, which shifts the effective (mean) wavenumber as listed in Table 10. The effect is proportional to the square of the intra-pupil phase shift, which itself is proportional to the asymmetry in the path length $\Delta U$ and proportional to the temperature gradient.

<table>
<thead>
<tr>
<th>$\Delta U = 75$ m</th>
<th>$\Delta U = 30$ m</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\partial T/\partial r$ (K/m)</td>
<td>$T$ (K)</td>
</tr>
<tr>
<td>0.05</td>
<td>3000</td>
</tr>
<tr>
<td>0.1</td>
<td>3000</td>
</tr>
<tr>
<td>0.1</td>
<td>4000</td>
</tr>
<tr>
<td>0.1</td>
<td>6000</td>
</tr>
<tr>
<td>0.1</td>
<td>8000</td>
</tr>
<tr>
<td>0.1</td>
<td>16000</td>
</tr>
</tbody>
</table>

Table 10: Change of the effective wavenumber $\tilde{\nu} = \int e(\tilde{\nu}) \tilde{\nu} d\tilde{\nu} / \int e(\tilde{\nu}) d\tilde{\nu}$ if a vertical temperature gradient $\partial T/\partial r$ is switched on, computed for the central of the three spectral channels at two different lengths of the East-West difference of the distances between M12 and M16.
Although the effect on the change of the effective wavenumber ought not be larger than 0.4 cm$^{-1}$ to define the star spectrum well enough for the dispersion correction, the prospective violation of this constraint in Tab. 10 cancels to very high degree: the shift for both beams is the same because there is virtually no star temperature dependence. To the approximation that the second derivative of the refractivity $\partial^2 n/\partial \tilde{\nu}^2$ can be neglected, the differential effect in the color correction disappears.
4 FSU K-PRISM DISPERSION

4.1 Differential OPD

The task of the PRIMA K-prism is to introduce a $\lambda/4$ shift of one beam relative to the other at a nominal wavelength of 2.25 $\mu$m [13]. The estimated dispersion of the Infrasil glass (by Heraeus) is plotted in Fig. 16. The path of the 1.3 $\mu$m metrology laser leads also through the beam combiner and this “achromatic” phase shifter, and therefore the graph shows the J, H, and K band.

Figure 16: The refractive index of fused silica from the June 2003 data sheet (3-term Sellmeier formula) of the manufacturer in comparison to the Malitson formula [7, 92]. The dispersion between 2 and 2.4 $\mu$m is 0.00646.

At an internal path length of 152.12 mm within the glass, the dispersion of 0.006 between 2 and 2.4 $\mu$m amounts to a difference in OPD within the K band window of about 151.12 mm $\cdot$ 0.00646 $\approx$ 0.98 mm, which is equivalent to about 40 times the OPD difference introduced by the air dispersion after 200 m of air. The change of this index of refraction is estimated at $\partial n/\partial T \approx 10.9 \cdot 10^{-6}1/K$ [158, 175]. A typical seasonal change of the temperature by 0.5$^\circ$ C close to the PRIMA table (where no temperature sensor is foreseen) would therefore change the OPL in both beams by about 0.8$\mu$m.

The additional dispersive path lengths and its temperature drift are supposed to cancel as these OPLs subtract to build the OPD (but see [61]). The problem of extrapolating the OPD as seen by the metrology light to the K band re-surfaces as already discussed for the air dispersion in Sec. 3. There is only an error contribution to the differential OPD if the 4 pieces (K-prisms and compensation blocks in both FSUs) have different lengths after finishing the manufacturing process. Example: If one of these is 1 $\mu$m shorter than the other three, the metrology laser measures an (additional) OPD of 1 $\mu$m $\cdot$ 1.44692 for this star, which is (in the K band) only an (additional) OPD of 1 $\mu$m $\cdot$ 1.4342. This
correction of $\approx 1 \ \mu m \cdot 0.013 \approx 13 \ \text{nm}$ would have to be calibrated once and for all—the additional temperature drift becoming negligible then.

### 4.2 Phase Shifts for Total Internal Reflections

The phase jump for TIR differs between the $s$ and $p$ component of the electric field vector; it is calculated via \[6, 15\]

\[
\tan \frac{\delta_\perp}{2} = -\frac{\sqrt{\sin^2 \theta - \hat{n}^2}}{\cos \theta} \\
\tan \frac{\delta_\parallel}{2} = -\frac{\sqrt{\sin^2 \theta - \hat{n}^2}}{\hat{n}^2 \cos \theta} \\
\tan \frac{\delta}{2} = \frac{\cos \theta \sqrt{\sin^2 \theta - \hat{n}^2}}{\sin^2 \theta}, \quad \delta \equiv \delta_\perp - \delta_\parallel
\]

from the effective index of refraction $\hat{n} \equiv 1/n$ for various angles of incidence $\theta$ from the dispersion. Examples of $\delta$ as a function of $\theta$ are shown in Fig. 17.

![Figure 17: The difference $\delta$ between the phases for the $s$ and $p$ components of the electrical field vector after TIR within the material of Fig. 16 for two K band wavelengths $\lambda$ and varying angle of incidence $\theta$. See [13, Fig 4.3-3] for comparison.](image)

The design \[13, \text{Tab. 4.3-1}\] foresees two internal reflections at $\theta_1 = 72.12^\circ$ at the legs of the prism and one at $\theta_2 = 2\theta_1 - 90^\circ$ off the base. This results in a total phase difference between the $s$ and $p$ component of $2\delta(\theta_1) + \delta(\theta_2)$ which is shown in Fig. 18. The K-prism angles have been chosen to achieve a sum of $90^\circ$ at $\lambda = 2.25 \ \mu m$. The mismatch $\Delta \delta \equiv \sum \delta - \pi/2$ from these $90^\circ$ is below
\[ |\Delta \delta| \leq 0.4^\circ \approx 0.007 \text{ rad} \approx 0.001 \text{ cycles, equivalent to an OPD shift of less than 2.4 } \text{nm. This is to be compared with a value of } 10^\circ \text{ measured for a metrology laser round trip [83, p. 13] and characterizing the polarization by the VLTI optical train.} \]

Figure 18: The accumulated phase difference between the components of the electrical field vector perpendicular and parallel to the K-prism base, modulo 360°, after three TIRs within the Infrasil material characterized in Fig. 16 as a function of wavelength \( \lambda \) at the nominal angles \( \theta_1 = 72.12^\circ \) and \( \theta_2 = 54.24^\circ \).

An obvious side effect is that the output state of a light ray that is linearly polarized on entrance to the K-prism stays linearly polarized on exit only if the electrical field vector is parallel (azimuth \( \alpha = 0^\circ \)) or perpendicular (\( \alpha = 90^\circ \)) to the base. If it started rotated by \( \alpha = 45^\circ \) on entry it becomes circularly polarized on exit, in all other cases elliptically polarized: Fig. 19.

4.3 With the ABCD algorithm

Note that the accumulated phase kinks \( \sum \delta_\perp \) and \( \sum \delta_\parallel \) are not individually 0 or 90° after the total reflections, only the difference \( \sum \delta \) is. These are actually visualized in Fig. 19 by the fact that the period of neither the horizontal nor the vertical, degenerate, i.e linearly polarized, beam start at \( E_X = +1 \) or \( E_Z = +1 \), respectively. Two linearly polarized beams that enter the K-prism and the compensator at common \( E \)-vector angles \( \alpha = 0 \) or 90° towards the \( +X \) axis maintain their plane of polarization (and remain “eligible” for coherent superposition from this point of view). The two components through the beam compensator (telescope 2) would read \( S_2 \cos(0) \) and \( P_2 \cos(0) \) on exit, the two components through the K-prism (telescope 1) \( S_1 \cos(\sum \delta_\perp) \) and \( P_1 \cos(\sum \delta_\parallel) = P_1 \cos(\sum \delta_\perp - \pi/2 + \Delta \delta) = P_1 \sin(\sum \delta_\perp + \Delta \delta) \). Supposed the beam combiner is ideal, it mixes these into sums and differences that are separated in \( s \) and \( p \) by the beam splitters, and with the same fluxes
Figure 19: Half periods of the electrical field vector, as the ray leaves the K-prism into the +Y direction, for different angles of rotation $\alpha$ between 0 and 90° it had towards the +X direction when approaching the first internal reflection as a linearly polarized beam. The curves start at $E_X = \cos(\sum \delta_{\perp})$, $E_Z = \cos(\sum \delta_{\parallel})$, where the sums are taken over all three internal reflections. This assumes $\lambda = 2.25 \, \mu\text{m}$ and the nominal incidence angles.

in the $s$ and $p$-components ($S_1 = S_2 = P_1 = P_2$) we may drop the constant prefactor everywhere and define the four amplitudes just in the counter-clockwise order $1 + \cos(\sum \delta_{\perp})$, $1 + \sin(\sum \delta_{\perp} + \Delta \delta)$, $1 - \cos(\sum \delta_{\perp})$, $1 - \sin(\sum \delta_{\perp} + \Delta \delta)$. Building the individual squares $A$, $B$, $C$ and $D$ (detector readouts) of these and then the standard phase estimator yields the following series in terms of the $\Delta \delta$:

$$\arctan \frac{B - D}{A - C} \approx \sum \delta_{\perp} + \Delta \delta \cos^2(\sum \delta_{\perp}) - (\Delta \delta)^2 \sin(\sum \delta_{\perp}) \cos(\sum \delta_{\perp}) \left[ \cos^2(\sum \delta_{\perp}) + \frac{1}{2} \right] + \cdots$$  (31)

The $\sum \delta_{\perp}$ as well as the $\Delta \delta$ are wavelength-dependent, and $|\Delta \delta| < 0.5^\circ$ according to Fig. 18, and so it makes sense to plot the sum of the first two terms of this expansion to visualize the contribution of the K-prism to the output of the ABCD algorithm: Fig. 20.

This becomes more complicated if either the sky source itself is polarized or the VLTI optical train
Figure 20: The ABCD phase estimator error due to the internal dispersion of the K-prism, expressed as the first two (constant + linear in $\Delta \delta$) terms of Eq. (31) for the Heraeus-dispersion of Fig. 16.

acts like a polarizer.
5 POINTING ON THE SKY

5.1 Basics: True and Apparent Zenith Angles

The pointing difference between the apparent and actual altitude of a star that is induced by the refraction of the earth atmosphere is in a simple model of a flat earth \[ (4.4) \]

\[ R \approx (n_0 - 1) \tan z_0, \]  

where \( n_0 \) is the index of refraction on the ground, \( z_0 \) the zenith distance on the ground, and

\[ R = z - z_0 \]  
given in radian. We get Fig. 21 for a typical index of refraction.

![Figure 21: The angle of refraction \( R \) as a function of the zenith angle \( z_0 \), Eq. (32), for a horizontally flat model atmosphere and a refractive index on the ground of \( n_0 - 1 = 2 \cdot 10^{-4} \). The AT operations are limited to zenith angles of 60 degrees.](image)

We are interested in the chromatic effects \[86, 93\] and the dependence on the atmospheric model. This effect is also called transverse atmospheric dispersion in Astronomy.

From Eq. (32) we immediately deduce that the relative error in the altitude definition is very close to the relative error in the susceptibility at the telescope altitude above sea level. We can multiply (32) with \( P = b \cos z_0 \), where \( b \) is the baseline length, \( P \) the length of the projected baseline, and \( D = b \sin z_0 \) the delay line, and are back to numbers of the error estimate made in Sec. 3.1. This results means in essence that the Snell’s law of refraction through the atmosphere states that \( n \sin z \) remains constant along the path \[57, (4.2)\], and since we are measuring an optical path difference on the ground that is proportional to this product, we may (ambiguously) assign this difference either to a \( \Delta (\sin z) = \cos z \Delta z \) at \( n = 1 \) above the atmosphere, or to \( \sin z \Delta n_0 \) at ground level, or to a weighed
sum of both. The benefit is that the pointing correction is a function of the local index of refraction, not a functional of the entire layered atmosphere.

The main conclusion (within this simple model of the atmosphere that can reduce the air density strictly to its density at the ground) from this argumentation is that there is no “double counting” of the error introduced by an unknown index of refraction; one may either look at as if induced “in the delay line tunnel” or as if introduced through an unknown curvature through the air, but there is no need to add/accumulate these errors.

Obviously, there is a rainbow effect in Eq. (32): as \( n_0 \) is a function of the wavelength \( \lambda \), \( R \) becomes a function of \( \lambda \), too: For wavelengths of \( \lambda_1 = 2 \) \( \mu \)m and \( \lambda_2 = 2.4 \) \( \mu \)m, we get a difference of \( \Delta n_0 \approx 1.05 \cdot 10^{-7} \) from the solid line of Fig. 1, which translates into a spectral smear of \( \Delta R \approx 22 \) mas \( \cdot \tan z_0 \). Typical examples follow in Fig. 22. (22 mas are also the Airy disk radius at a 25 m baseline at 2.2 \( \mu \)m.)

![Figure 22](image-url)

**Figure 22:** Transverse atmospheric dispersion at five wavelengths relative to some center wavelength 2.25 \( \mu \)m as a function of zenith angle, assuming \( n - 1 = 2.03989087352 \cdot 10^{-4} \) at 2.05\( \mu \)m, 2.03974594703 \( \cdot \)10\(^{-4} \) at 2.1\( \mu \)m, 2.0393540321 \( \cdot \)10\(^{-4} \) at 2.25\( \mu \)m, 2.0391154344 \( \cdot \)10\(^{-4} \) at 2.35\( \mu \)m, and 2.038987167 \( \cdot \)10\(^{-4} \) at 2.4\( \mu \)m, in (32).

### 5.2 Spherical Earth: Geometry

Things are more complicated if we start to look at the more realistic model of a spherical earth [99, 102][17, 18, §2.3]. A telescope distance of \( b = 100 \) m on an earth of radius 6370 km leads to a purely geometrical pointing mismatch of about \( b/\rho \approx 1.6 \cdot 10^{-5} \) rad \( \approx 9 \cdot 10^{-4} \) deg \( \approx 3.2 \) arcsec (Fig. 23). Note

- that this term \( b/\rho \) implies an approximation of the kind \( \sin Z/2 \approx Z/2 \), a limit of a baseline so short that it does not matter whether it is measured along a straight line (as drawn in Fig. 23)
or along the circular perimeter. The relative error (from the Taylor expansion \( \sin Z \approx Z - Z^3/6 \)) in this formula is about \( Z^2/26 \), or about \( 10^{-11} \) for the example of \( b = 100 \) m.

- that this also seems to require some minimum precision on the knowledge of the telescope distances \( \rho \) from the earth center. This is only a virtual requirement, because the baseline \( b \) is coupled to it—the zenith angles and the angle \( Z \) do actually not change as we displace the telescopes vertically. On the other hand, we are supposing that \( n_0 \) (the air “thickness”) is a function of the telescope altitude, which introduces higher order corrections.

- Pointing/guiding is a functionality of the individual ATs: the existence of a nonzero pointing difference is absorbed in the telescope operation, and any delay originating from there is to first order absorbed into the tracking of the PS from the PRIMA “differential” point of view, including TAD correction [13]. We hereby explicitly deny any first-order relevance to the “separation” term of Gubler and Tytler eminent from their consideration of single telescopes [58], because both our telescopes are “mispointing” at the same time with respect to the SS, and the delays of interest compare the PS zenith angles and the SS zenith angles separately. (The full truth is that guiding, at least for the UTs if we believe in the MIDI FITS header keywords, is done at \( \lambda = 600 \) nm, not anywhere in the IR. It remains to be investigated whether any residual effect accrues from there or from the fact that the VLT guiding software has its own algorithms of wavelength-dependent pointing correction [174, §14.9].)

![Figure 23](image_url)

Figure 23: Two telescopes placed on the earth of radius \( \rho \) at a distance \( b \) looking at the same star experience local zenith angles that differ by \( Z \approx b/\rho \), measured in rad, supposed \( b \ll \rho \).

These data inserted back on the abscissa axis of Fig. 21 indirectly transform into a contribution to the delay that may be understood (and calculated to lowest order) on the basis of what is said in Sec. 5.1 but has no equivalent with single telescopes (as long as their diameters are much smaller than the earth radius). The example of \( 9 \cdot 10^{-4} \) deg from the previous paragraph translates into an additional
angle of refraction of $\Delta R \approx \Delta z_0 (1 + \tan^2 z_0) (n_0 - 1) > \Delta z_0 (n_0 - 1) = Z(n_0 - 1) \approx 1.8 \cdot 10^{-7}$ deg $\approx 650 \, \mu\text{as}$ and is certainly relevant from the PRIMA perspective. (The equation is the first derivative of (32) w.r.t. $z_0$. The neglect of the term $\tan^2 z_0$ means this is a lower estimate in the limit of stars at the zenith.)

The effect on the delay described here could also be interpreted in the “standard model of delay line correction,” where the two rays of the star that will eventually hit the two telescopes “generate” a phase difference in the vacuum (undone later on in the delay line tunnel) because they hit the top layer of the earth atmosphere with a path difference of

$$D = b \sin z = P \tan z$$

(Fig. 7). The curvature correction means that this top layer “bends back” a bit for the telescope further away from the star. Note that dependable discussion of what the mathematical symbols mean seems to be missing in the “astrometric literature.” The only obvious definition of the baseline length $b$ is on earth. In a formal way, one may actually define an effective baseline length $b^*$ above the atmosphere via

$$b^* \equiv \sqrt{P^2 + D^2}$$

which turns out to be larger than $b$ because the earth’s atmosphere acts like a concave lens. This effective baseline is a function of the baseline $b$, and the star zenith angle, and a functional of the atmospheric refraction $\chi(r)$.

### 5.3 Spherical Earth: Atmospheric Layers

The delay line modification described in the previous paragraph is of purely geometrical nature and is closely related to the discussion of differences between two light rays, but there are more pointing “corrections” that already show up in the single ray case, as discussed next.

Eq. (32) is based on the assumption that the gradient of the refractive index $n$ along the ray path is parallel to a global, constant zenith vector. As the gradient and the zenith vector change in direction along the path through a spherically symmetric atmosphere, because we assume that $n$ becomes a function of the radial distance to the spherical surface of the earth, the equation becomes more accurately [57, (4.19)][5, 135, 160]

$$R = r_0 n_0 \sin z_0 \int_1^{r_0} \frac{dn}{n(r^2 n^2 - r_0^2 n_0^2 \sin^2 z_0)^{1/2}},$$

an integral over the refractive index, with limits to start above the atmosphere ($n = 1$) and to end at the telescope position ($n = n_0$). The major new aspect is that the pointing direction becomes a functional of the height spectrum of the index $n$.

We first consider simple atmospheric models with a homogeneous composition of the molecule species such that the susceptibility

$$\chi = \epsilon - 1 = n^2 - 1$$

falls off exponentially into the free space vacuum with a scale height $K$,

$$\chi(r) = \chi_0 e^{-(r - r_0)/K},$$

where $\chi_0$ is the value at the telescope (ground) level. A thorough examination shows that the curvature effect mentioned on page 52 actually may reduce $R$ by up to 0.5% [99, Fig. 4], which
amounts to effects of 350 mas if combined with Fig. 21 close to $z = 60^\circ$.

The related Taylor expansion of (36) for small heights $h = r - r_0$ above ground starts as [99, (13)][57, (4.25)]

$$R = n_0 \sin z_0 \int_1^{n_0} \frac{dn}{n(n^2 - n_0^2 \sin^2 z_0)^{1/2}} - \frac{n_0 \sin z_0}{r_0} \int_1^{n_0} \frac{hn \, dn}{(n^2 - n_0^2 \sin^2 z_0)^{3/2}} + O\left((h/r_0)^2\right).$$  \hspace{1cm} (39)

If the Earth model is detailed as a prolate ellipsoid with two axes that differ by a relative amount of 1/298 [161], the definition of $\rho$ becomes fuzzy on this scale; in consequence, the inherent accuracy of $R$ within the spherical model of the atmospheric hull around the earth is not better than $\approx 1$ mas for $z \approx 60^\circ$, and this is also the expected azimuth-dependence in the K band on Paranal. In summary, the effect of Earth ellipticity on $R$ is less than 1/300 of 0.5% and therefore (i) covered by the daily variance in the surface pressure $\sim (n_0 - 1)$, which is $\approx 1/500$, see the plots in http://www.strw.leidenuniv.nl/~mathar/vlti/, and (ii) also much smaller than the resolution $1.2 \lambda/d \approx 0.31''$ established by the single-telescope PSF.

The validity of this exponential model is related to the exponential scaling of the most important atmospheric gases as a function of altitude (Figs. 24 and 25). At our light frequencies of $1.3 \cdot 10^{14}$ Hz, the susceptibility of the Ionosphere is not expected to be larger than $1 \cdot 10^{-9}$ [62, (1.5)] and not to create a noticable bump.

The examples of Fig. 26 show that the misassignment in the star position could be a few mas for each kilometer of error in the scale height, increasing with the air mass. In the limit of $K \to 0$, we recover the values for the flat earth of Eq. (32); this is intuitively reasonable because it means that the air layer becomes thinner and thinner compared to the earth radius, and the “final” piece of the ray path, which observes the earth more and more as a flat disk, gets more and more statistical weight in the determination of the final, full angle of refraction. The corresponding mathematical argumentation is given by [157, (4)] and the limit $H^* \to 0$ in [86, (1)]. In practice, the scale height is coupled to the atmospheric gas density via Eq. (12), and in a self-consistent model of a single average molecule species like Eq. (38), $K$ is uniquely coupled to the atmospheric pressure at ground level [108].

A variant of this problem is established if the scale heights of various gas components differ or the mixing ratios change [140, 152, 166]. In this case Eq. (38) is to be replaced by a sum over gas components with individual $\chi_0$ and $K$. (It is certainly doubtful to scale the entire, single scale height with the ground humidity instead [86].) For illustration let us assume a fixed a “dry air” contribution to $\chi(r)$ with a scale height of 10 km at $\chi_0 = 4.0808 \cdot 10^{-4}$, superimposed by water vapor at $\chi_0 = 1.75 \cdot 10^{-6}$ that “freezes out” faster at varying scale heights of only a few kilometers [170]. (The sum of the two $\chi_0$ corresponds to the point at 2.2 $\mu$m on the solid curve of Fig. 1.) Fig. 27 shows that this results in pointing variations of the order of tens of $\mu$as. Calibration of this water column by monitoring parts of the spectrum with high atmospheric water absorption was proposed before [1, 109, 122, 141, 144]; from the astrometric point of view, PRIMA would need a Fourier mode to do this on its own, but also seems not to depend on it as the differential pointing largely cancels (see below).

Another result from the ray tracing analysis is that the small difference in the refractive indexes at 2 and 2.4 $\mu$m, about $\Delta \chi_0 \approx 2.1 \cdot 10^{-7}$, displaces these two colored rays horizontally by about 0.80 mm if they hit the earth surface, calculated at apparent zenith angles of $z_0 \approx 30$ deg. For the virtual case of fastened telescope axes, one would have to move the telescope by about 38 cm along the curved earth surface to see the other end of the K band spectrum of the same star under the same apparent zenith angle $\sin z_0 = 0.5$. In the limit of geometric optics and the limit of zero FOV, an AT of 1.8 m diameter would partially act as a wavelength filter for objects far off the center. In our picture of the starlight as an unvignetted plane wave, there is no such effect. Instead, there is a rainbow
Figure 24: Molecular densities of the “mid-latitude winter” (top) and “mid-latitude summer” standard atmosphere [33]. The major differences are in the modeling of water and ozone.

...effect caused by this lensing of the earth atmosphere, which spreads the apparent positions of the two colors on the sky by 12.5 mas, which can also be estimated from Eq. (32) as \( \Delta R \approx \tan z_0 \Delta n \) using \( \Delta n \approx \Delta \chi_0 / 2 \) from Eq. (37), already mentioned on p. 50. The calculation within the ray optics, however, can be used to consider the distortion/decorrelation induced by turbulence on length scales of these displacements [24].

The effect of pointing errors (in the actual, ordinary sense, here referring to the fact that the telescope cannot point to the PS and SS at the same time) has been discussed elsewhere [88, 89] but is not important for PRIMA (which does not try to find a correlation between the fluxes of both star directions). This assumes that the additional tilt (“phasor”) of the SS cancels between the two telescopes at the absence of beam rotations.

A bold attempt to verify the predicted offset of the measured OPD as a function of zenith angle...
Figure 25: A zoomed version of the molecular densities of the “mid-latitude winter” shown in Fig. 24. The four straight lines in this logarithmic plot are exponential fits to the nitrogen and oxygen densities assuming scale heights of 10 km or 9 km.

[99, 102, 114] with MIDI data taken in 2003/2004 is made with Fig. 28. A very trivial (and obviously leaky) filter was used to eliminate FITS files that would have been created by fringe search scans or where MIDI was not a fringe tracker: only files were admitted where the OPD entry in the IMAGING DATA table was nonzero at the end of the file, had been changed but not by more than 290 µm within the last 1000 exposures. Assuming that the geometric model used for the VLTI remained unaltered over this period and does not use zenith-dependent terms, the offset of the remaining files at the end of the exposure is plotted over the zenith angle derived from the ISS ALT keyword in the primary header. At the UT2–UT3 baseline an effect of up to 70 µm for larger airmasses is calculated, but tendencies of that order obviously remain hidden as the noise in the data is of the order of 1 mm. A thorough analysis would inevitably call for a full dis-entanglement of the assumptions made within the OPD model ([172], CMM module vltipom) from the air mass parameters, and need some months of work on its own to have some chance of being successful.
Figure 26: The angle of refraction acc. to Eq. (36) with a susceptibility $\chi_0 = 4 \cdot 10^{-4}$ on the ground (equivalent to $n_0 - 1 \approx 2 \cdot 10^{-4}$), varying scale height $K$, and three different zenith angles $z_0$. 
Figure 27: The angle of refraction acc. to Eq. (36) with two air components: one “dry” component with a susceptibility $\chi_0 = 4.0808 \cdot 10^{-4}$ and scale height 10 km, one “water vapor” component with a susceptibility $\chi_0 = 1.75 \cdot 10^{-6}$ and varying scale height, shown for three different zenith angles $z_0$, $\sin z_0 = 0.1$, 0.2 and 0.5. A typical water scale height is 2 km [98, 155, 176].
Figure 28: The OPD offset commanded by MIDI to the VLTI DL for a roughly pre-selected set of FITS files obtained in 2003 and 2004, for four different baselines between UTs. There is no obvious correlation between DL position offset and zenith angle.
5.4 Differential Delay with Lensing Effect

The combination of the spherical model (Fig. 23) with the reduction of the different apparent zenith angles to a single optical path difference after M1 in [99, 102] can be summarized in a few examples.

One would expect any effects of the spherical geometry be most pronounced if the baseline is large, the star elevations small (limited for the ATs to zenith angles ≤ 60 degrees [68]), and the differences in the star locations close to the PRIMA limit set by the STS [32, 115]. This coverage of the “cone” of the star separator seems to be set to 1 arcmin [115, fig 2][27], compatible with an expected maximum differential delay of 12 cm at a baseline of 200 m, and also half the FOV at the Coudé Focus, and therefore larger than the 2 arcsec FOV of the AT in the Interferometric Lab.

Table 11 is computed for a model of \( x_0 = 4 \cdot 10^{-4} \) and a scale height of \( K = 10 \) km in Eq. (38) by full numerical integration over the three terms in (99, [24]). The baseline \( b \) is the distance between the telescope locations on the earth in the straight line sense of Fig. 23,

\[
b = \rho \sqrt{2(1 - \cos(z^{(1)} - z^{(2)}))} = \rho \left( \Delta z - \frac{\Delta z^3}{24} + \frac{(\Delta z)^5}{1920} \ldots \right), \quad \Delta z \equiv z^{(1)} - z^{(2)}, \quad (40)
\]

\[
\Delta z = \frac{b}{\rho} + \frac{1}{24} \left( \frac{b}{\rho} \right)^3 + \frac{3}{640} \left( \frac{b}{\rho} \right)^5 \ldots , \quad (41)
\]

Table 11 is computed for a model of \( x_0 = 4 \cdot 10^{-4} \) and a scale height of \( K = 10 \) km in Eq. (38) by full numerical integration over the three terms in (99, [24]). The baseline \( b \) is the distance between the telescope locations on the earth in the straight line sense of Fig. 23,

<table>
<thead>
<tr>
<th>apparent ( z_0 ) (deg)</th>
<th>angle of refr (arcsec)</th>
<th>( D ) (m)</th>
<th>( b ) (m)</th>
<th>( b^* ) (m)</th>
<th>( P ) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS 30.</td>
<td>29.9991</td>
<td>23.766175</td>
<td>23.765314</td>
<td>50.009</td>
<td>324.5</td>
</tr>
<tr>
<td>SS 30.00555</td>
<td>29.99656</td>
<td>23.766707</td>
<td>23.765846</td>
<td>50.010164</td>
<td>100.</td>
</tr>
<tr>
<td>PS 30.</td>
<td>29.998201</td>
<td>23.766175</td>
<td>23.764454</td>
<td>100.017278</td>
<td>200.</td>
</tr>
<tr>
<td>SS 30.00554</td>
<td>30.003755</td>
<td>23.771491</td>
<td>23.769769</td>
<td>100.034071</td>
<td>200.</td>
</tr>
<tr>
<td>PS 53.130102</td>
<td>53.128304</td>
<td>54.770809</td>
<td>54.767246</td>
<td>160.030112</td>
<td>200.</td>
</tr>
<tr>
<td>SS 53.130658</td>
<td>53.128859</td>
<td>54.771909</td>
<td>54.768345</td>
<td>160.031275</td>
<td>200.</td>
</tr>
</tbody>
</table>

Table 11: Optical path differences \( D \) according to [99, 102], the monochromatic case.

In the first line pair in the table, the star separation is 2 arcsec. Equipped with Eq. (34), a blind fringe tracker could predict differential optical path differences of \( b \Delta \sin z = b(\sin z_0^{(1)} - \sin z_0^{(2)}) = 839.664 \) \( \mu \)m, \( b(\sin z_0^{(2)} - \sin z_0^{(2)}) = 839.671 \mu \)m, or even use the ground-based \( b_0 \Delta \sin z_0 = b_0(\sin z_0^{(1)} - \sin z_0^{(2)}) = 839.664 \mu \)m, close to the value of 839.673 \( \mu \)m obtained by subtraction of the ray tracing results in the first but last column. In the second line pair in the table, the star separation is 20 arcsec, and the predicted differential OPD becomes 16.7929 to 16.7932 mm, which is close to the result 16.7930 mm of the ray tracing. In the third pair of lines, the star separation is 2 arcsec at a lower elevation closer to the AT limit. The results under the heading \( D \) of Table 11 can be summarized with Fig. 29. This is only with the geometry where the two stars and the baseline vector share the same meridian, and probably becomes the worst case in the sense that the lensing effects are larger than placing both stars sideways off the baseline direction.

The examples in the table show that the atmosphere enhances the geometric baseline \( b \) by the order \( 10^{-6} \) to become \( b^* \), summarized in Fig. 30. The relative size of this effect is about two orders of
Figure 29: The difference between the differential delay $\Delta D$ that is expected from the “plain vanilla vacuum” formula (34) on one hand and calculated from the full numerical treatment of the atmospheric layer model (38) on the other. This is shown for a baseline $b = 200$ m at three star separations between 30 arcsec and 2 arcmin, using a susceptibility of $4 \cdot 10^{-4}$. This is the “differential” view on [99, Fig. 7]. Each line pair represents two calculations at scale heights of 10 and 9 km to give an idea of which error is introduced switching between the two models shown in Fig. 25.

magnitude smaller than the typical $n_0 - 1$ factor for the OPD’s on the ground, but yet it may mean that $b^*$ is about 400 $\mu$m larger for low star altitudes than the geometric baseline $b$ on the ground. The baseline calibration for PRIMA is aiming at an accuracy of 50 $\mu$m, and therefore cannot neglect this airmass dependence. [It should be noted that the effect may be a factor of 10 stronger if the top atmospheric height $H$ is reduced to only some 40 km instead of integrating the long tail of the exponential model (38). This can be understood on the basis of the sudden kink in the ray paths introduced at low altitudes and therefore higher atmospheric curvature.]

The lensing effect on $\Delta D$ and $b$ enlarges both values, which means that the reduction to $\tau = \Delta D/(b \cos z)$ (see [162, Sec. 29] for the general formula for arbitrary azimuths and double star orientation) benefits from some cancellation effects in the errors that one would make by ignoring the atmospheric lensing at all. The chromaticity within this results is characterized in Tab. 12.

The analysis in [99, 102] is made to remove the numerical noise that arises from massive cancellation of significant digits in the full numerical treatment of the integrals; it confirms that no major residual errors remain from the spherical shape of the earth atmosphere, as one extrapolates the laboratory data (measured actual differential OPD and known baseline) to astrometric distances on the sky. Simple formulas like Eq. (34) suffer from an inherent imprecision in the selection of which of the “available” zenith angles of the two stars in the two telescopes is to be used, which may accumulate to about a micrometer as shown in the examples above.
Figure 30: The difference $b^* - b$ between the length of the effective baseline above the atmosphere and the geometric baseline on the ground according to [99, 102], parametrized through the exponential model (38) at $\chi_0 = 4 \cdot 10^{-4}$ and scale height $K = 10$ km, which is cut off at $H = 20, 40$ or 80 km.

$$
\lambda (\mu m) \quad \chi_0 \quad z_1 (deg) \quad b (m) \quad D (m)
$$

<table>
<thead>
<tr>
<th>$\lambda (\mu m)$</th>
<th>$\chi_0$</th>
<th>$z_1 (deg)$</th>
<th>$b$ (m)</th>
<th>$D$ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.05</td>
<td>4.07898 · 10^{-4}</td>
<td>30.0067</td>
<td>100</td>
<td>50.009 516 7</td>
</tr>
<tr>
<td>2.25</td>
<td>4.07791 · 10^{-4}</td>
<td>30.0067</td>
<td>100</td>
<td>50.009 514 0</td>
</tr>
<tr>
<td>2.45</td>
<td>4.07690 · 10^{-4}</td>
<td>30.0067</td>
<td>100</td>
<td>50.009 511 5</td>
</tr>
<tr>
<td>2.05</td>
<td>4.07898 · 10^{-4}</td>
<td>30.0067</td>
<td>200</td>
<td>100.017 673 9</td>
</tr>
<tr>
<td>2.25</td>
<td>4.07791 · 10^{-4}</td>
<td>30.0067</td>
<td>200</td>
<td>100.017 668 6</td>
</tr>
<tr>
<td>2.45</td>
<td>4.07690 · 10^{-4}</td>
<td>30.0067</td>
<td>200</td>
<td>100.017 663 5</td>
</tr>
<tr>
<td>2.05</td>
<td>4.07898 · 10^{-4}</td>
<td>53.1456</td>
<td>200</td>
<td>160.030 745 4</td>
</tr>
<tr>
<td>2.25</td>
<td>4.07791 · 10^{-4}</td>
<td>53.1456</td>
<td>200</td>
<td>160.030 736 8</td>
</tr>
<tr>
<td>2.45</td>
<td>4.07690 · 10^{-4}</td>
<td>53.1456</td>
<td>200</td>
<td>160.030 728 7</td>
</tr>
</tbody>
</table>

Table 12: The spherical geometry introduces a delay $D$ which differs between the two ends of the K band by a few $\mu$m at zenith angles of 30 deg, and by up to 17 $\mu$m at large zenith angles $z$ and baselines $b$. $D$ is positively correlated with the susceptibility $\chi_0$, which partially cancels the refractive index dispersion experienced in the tunnel in Eq. (5).

In summary, the assessment we find in the Glossary of [4] “External optical path difference... It is computed by using the formula: $\text{OPD}_{\text{ext}} = SB$ (where $S$ is the unit vector pointing to the object, and $B$ the baseline vector)” turns out to be missing a vital additional contribution to the differential external OPD.
6 APPENDIX

6.1 GENIE sensors: de-facto VLTI Tunnel Humidity

A history of the humidity measured in the VLTI tunnel is available from the URL http://www.strw.leidenuniv.nl/~mathar/vlti/ [2, 3]. A summary over these summertime indoor humidities and temperatures in the first months at the four sensor locations is given in Fig. 31. One gets some impression from the outside at which times people have been busy in the tunnel, but we do not have log-books that would allow to associate times of VLTI observations with “calm” periods, for example, which one would optimistically select as reference data of PRIMA observations in the future. (VLTSW20050031 indicates that the duct cover status is presumably logged for times later than March 2005.)

Fig. 38 plots the differences between pairs of lines already contained in Fig. 31 to look for a global horizontal gradient of temperature or humidity. The distance between the sensor locations referred to in Fig. 38 is 128 m (subtracting the $u$ coordinates of UT1 and UT4 in [177, Tab 3-1]), which means a typical difference of 0.02 mole/m$^3$ in the upper plot of Fig. 38 is equivalent to a gradient of $1.56 \cdot 10^{-4}$ mole/m$^4$; neglect of such a gradient would add an error of $2.1 \mu$m to a (non-differential) OPL of 50 m, or an error of $8.2 \mu$m to an OPL of 100 m, which is the product of the gradient in the index of refraction by the square of the path length. Dividing the typical magnitude of the values in the upper part of Fig. 38 by those in the upper part of Fig. 31 one might also conclude that the spatial gradient in the humidity comprises 10 to 20 % of the total contribution of humidity to the OPL. This implicitly translates any requirement on the knowledge of the OPL into a request on the maximum spacing of the humidity sensor stations. However, the PRIMA requirement on a doubly-differential OPL, i.e., a differential OPD, is not of that simple kind, and even for a non-differential determination of an OPD (MIDI, VINCI), details depend on which of the two beams runs how much of its path “uphill” or “downhill” this gradient, to cancel none or all of this effect as a function of the $u$-coordinate of the telescope station [101].

For comparison: a human would evaporate at least 35 g water per hour at 18°C [16, M14 Tab 5]; each hour of presence in the DL tunnel of $\approx 2400$ m$^3$ increases the humidity on the average by 0.001 mole/m$^3$.

A much denser temperature-only sensor network exists aside the one summarized here, to which we have no remote access [80]. (By accident, one of these data points is reported in instrument data files, which leads to Fig. 36.) In the light of this fact we do not try to comment on the temperature distribution based on our sparse, 4-sensor network readings. We only conclude for know that the water density has no similarly predictable spatial gradient as is reported for the temperature [79, 148].
Figure 31: The time series of humidities and temperatures during the first 4 months after installation of the T/H sensors in the VLTI DL tunnel. Only night time data are shown, and converted from the percentages actually provided to a molecular density at the local temperature. Note that the temperatures represent early and mid summer time on the southern hemisphere.
Figure 32: The data of Fig. 31 over a longer period of 1 year.
Figure 33: The data of Fig. 32 continued into 2006.
Figure 34: The data of Fig. 32 continued into 2007.
Figure 35: The data of Fig. 32–34 combined.
Figure 36: The temperatures of the GENIE humidity sensor near M16 (red, same as in Fig. 35) are compared to temperatures reported in MIDI primary header keywords ISS TEMP LAB3 (green). According to the ISS dictionary, the green crosses are from a sensor at the VLTI laboratory East wall, according to [80, Fig 2] from a sensor at the West wall. (These are obviously only extracted from FITS files of MIDI runs to which the author has had access to.)
Figure 37: This figure facilitates the conversion of relative humidity to absolute humidity up to 0.4 moles/m$^3$ for air temperatures between 10 and 20°. The virials of [171] are applied to get the equation-of-state.
Figure 38: This time series covers the months as in Fig. 31 but looks at the horizontal gradients of temperature and humidity. The values at the sensor location close to M12 of UT4 have been subtracted from the values close to M12 of UT1 at each point in time. Lower graph: M12 for UT4 has typically been warmer than M12 for UT1 by 1/2 to 1 degree. Upper graph: There is no obvious equivalent bias in the horizontal water vapor density gradient.
Since the PRIMA observations are covering time intervals of about half an hour [28, 31], a statistics of temporal variations within these four time series is also of interest: The difference between the minimum and maximum humidity at each of the sensor locations is computed by slicing the night time data into consecutive, non-overlapping slots of 5 (Fig. 39), 10 (Fig. 40) or 30 minutes (Fig. 41) duration. Obviously, the most probable variation shifts to the right (larger amplitude of the humidity variation) as the time slot interval increases. We see that the humidity variations at the M12 of UT1 and at M16 are smaller than the variation measured within the light duct of UT4. Insertion of a typical variation of $\chi_w = 0.001$ mole/m$^3$ changes the susceptibility $\chi_w$ by about $1.05 \cdot 10^{-8}$, which is equivalent to an OPL change of 0.5 $\mu$m per 100 m path length. To an (open loop) fringe tracker this would set some minimum frequency of updating the tracker’s parameters that depend on the actual humidity in the tunnel. Unfortunately we also see—in comparing Fig. 38 with Figs. 40-41—that the spatial inhomogeneity of the water density seems to be much more an issue than the temporal stability.

The correlation between the indoor humidity and the humidity measured at the Paranal weather station in Fig. 43 and 44 shows that at low and medium humidity (up to 0.2 mole/m$^3$) the volume concentration in the tunnel is higher than on the platform, which a posteriori confirms earlier suspicions [110]. One might suspect that this is a simple artefact of the different temperatures at the weather pole and inside the tunnel. Fig. 45 demonstrates that this is not the reason, as the reduction of the units to the local mixing ratios still displays a higher amount of water in the tunnel than outside.

At some time in the past, covers at the crossing of VLTI ducts into the DL tunnel have been installed, which may have taken influence on the humidity patterns. (This is a blind statement as I have no further information on when this happened and at which points in time these are open or closed.) It therefore makes sense to re-plot these correlations for other times of the year and later on, which is done in Figure 46.

The spatial correlation within the tunnel system (Fig. 48) is larger than to the outside.

Finally, the power spectrum of the humidity time series is shown in Fig. 49.
Figure 39: The time series of Fig. 31 interpreted as the variability in non-overlapping consecutive time intervals of 5 minutes duration. The smaller graphs on logarithmic scales have been added to give an idea on the probability of “sudden” changes, represented by the tails to the far right. 100% of the data is equivalent to a total of 2399 slices.
Figure 40: The time series of Fig. 31 interpreted as the variability in non-overlapping consecutive time intervals of 10 minutes duration. 100 % of the data is equivalent to a total of 1250 slices.
Figure 41: The statistics of Fig. 40 after increasing the time intervals to 30 minutes. 100% of the data is equivalent to a total of 474 slices (which obviously is only about 1/3 of the slices of 10 minutes duration).
Figure 42: Some of the probability density functions of Figs. 39–41 are here converted into accumulated density functions. We see that there is a probability of 50% of having fluctuations of 0.0046 mole/m$^3$ or less monitoring the humidity near M16 over 30 minutes, for example, or that there is a probability of 50% of having fluctuations of 0.0008 mole/m$^3$ or less monitoring the humidity near M12 of UT1 over 5 minutes.
Figure 43: For the available nighttime data between Sep 22, 2004 and Jan 20, 2005, two of the indoor humidities and the ambient humidity are converted to water gas densities at their local temperatures, and correlated with each other. The dashed line on the diagonal is a guide to the eye.
Figure 44: A magnified view onto the lower left part of Fig. 43.
Figure 45: The molar mixing ratios for water vapor in units of the total molecular number density for nighttime data between Sep 22, 2004 and Jan 31, 2005.
Figure 46: The molar mixing ratios for water vapor in units of the total molecular number density for nighttime data between July 1, 2005 and Sep 30, 2005.
Figure 47: The molar mixing ratios for water vapor in units of the total molecular number density for nighttime data between July 1, 2006 and Sep 30, 2006.
Figure 48: Correlation between the humidity measured at two points inside the DL tunnel and one point in the Interferometric Laboratory, nighttime data between Sep 22, 2004 and Jan 20, 2005.
Figure 49: The power spectrum over all nighttime data until July 11, 2006. The sampling period has never been shorter than one minute, which reduces the information in the spectrum to frequencies below the Nyquist frequency of $1/(2 \times 60)$ Hz. Since we are only looking at nighttime data, frequencies below $1/(9 \text{ hrs})$ are not shown either.
6.2 Thermal Loading in the VLTI

The small amplitude of temperature fluctuations in the middle of tunnel and the somewhat larger fluctuations near the M12 of UT1 are plotted in Fig. 50 in comparison to those of the weather pole data. Since the ambient temperatures are not recorded through most of the daytime, it is difficult to assess whether the drift in the tunnel temperature is consistent with a 24hr average of the outdoor temperature. The absolute humidity follows the outdoor pattern more quickly: Fig. 51. In summary (i) the air is exchanged between inside and outside (through the ducts), (ii) the heat capacity of the underground is an efficient absorber of large inertia, (iii) the daytime air-conditioning in the UTs and ATs controls temperatures, but not humidities.

![Figure 50: The temperature fluctuations within the VLTI tunnel measured with the GENIE sensors are small compared to those of the ambient temperatures reported from the weather station. The latter are interrupted each day at 12 hrs UT and resume at the beginning of the night, which produces the streaks in the figure.](image)
Figure 51: The humidity fluctuations within the VLTI tunnel measured with the GENIE sensors are closer correlated with the data of the weather pole than the temperatures in Fig. 50.
6.3 Tunnel Weather

6.3.1 Encapsulated Volume

From Fig. 3.3.1-3 of [127] the estimated cross section of the tunnel is $7.15 \times 1.84 \, \text{m}^2 = 13.2 \, \text{m}^2$, which we multiply by an estimated tunnel length of 158 m (grey area in Fig. 3-2 of [177] between U coordinates of $\approx -32$ and $\approx +128$) for a tunnel volume of $2076 \, \text{m}^3$. The floor area in the interferometric lab is (Fig. 3.3.1-2 [127]) $20.4 \times 6.7 \, \text{m}^2$ at a ceiling height of $\approx 4.9$ m (Fig. 3.3.1-3 [127]). This gives $670 \, \text{m}^3$ in the interferometric lab. The time needed to replace the total volume once through ducts connecting telescopes and tunnel is shown in Figure 52 [40, 41]. This is obtained by simple division of the volume through the product of duct cross section and wind speed (so neglecting any mixing effects).

![Diagram](attachment:image.png)

Figure 52: The plot shows the time needed to replace the estimated $2746 \, \text{m}^3$ of air volume of the VLTI tunnel and interferometric lab at different speeds of the wind blowing through the $0.6 \times 0.6 \, \text{m}^2$ cross section of an AT duct or the $0.8 \times 0.8 \, \text{m}^2$ of an UT duct.

The actual time of a change in humidity to arrive in the middle of the DL tunnel was approximately 7 hours during the observation period. This estimate is from Fig. 53, and also follows by building the two FTs of both functions independently, dividing one through the other, and fitting the phase of this product at small frequencies $\nu$ to $2\pi\nu\Delta t$ (in short: building the cross-correlation and using the shift-theorem of FTs).

---

¹This is not a typical delay; at other occasions this time has been much shorter.
Figure 53: The time delay between a change in the ambient humidity measured at the weather pole (red) and the subsequent change in the humidity measured by a GENIE sensor near the interface of the VLTI tunnel and laboratory (blue) was ≈ 7 hours for the four days of the LI-COR campaign [105].
The temperature response does not allow a conclusion on the delay. From the data on June 25, the upper two plots of Figure 55, one would conclude that the temperature drop by $\approx 0.2^\circ\text{C}$ near the interferometric lab occurred 1.5 hrs before the drop by $\approx 5^\circ\text{C}$ at the weather pole. On the contrary, the two lower plots suggest that on June 27 the change of the temperature near the interferometric lab was 3 hrs after the change registered at the weather pole. Four daytime hours, one would actually expect that the air through the ducts (unless covered) follows the temperature/humidity profile of the air conditioning within the dome of the corresponding telescope, not the profile of the weather tower.

Figure 54: The time delay between a change in the ambient temperature measured at the weather pole (red) and the change in the temperature measured by a GENIE sensor near the interface of the VLTI tunnel and laboratory (blue) during the four days of the campaign. The temperature in the lab is plotted twice, because on a common ordinate scale with the weather pole data (upper plot), changes are miniscule (see also Fig. 50).
Figure 55: Zoomed into details of Figure 54 for the 25th and 27th of June.
6.3.2 Human Sweat

A human would evaporate at least 35 g water per hour at 18°C [16, M14 Tab 5]; each hour of presence in the DL tunnel of ≈ 2400 m³ increases the humidity on the average by 0.001 mole/m³ per human per hour.

6.3.3 Human Carbon Dioxide

At an estimated production of 0.26 liters of carbon dioxide per minute at rest at standard temperature and pressure [23, 45], scaled with 22.4 l/mole, we have 0.012 mol/min per human or 0.70 mole per hour. Distributed over the 2400 m³, the production is $2.9 \times 10^{-4}$ mole/m³ per hour. This is to be rescaled with an air density of 16.2 mole/m³ at Paranal pressures, and yields 18 ppm, which would be well visible in our curves, Figs. 5 and 22 of [105].

6.3.4 Instrument’s Nitrogen Spill

Rumours say some VLTI instruments do not recycle their coolant (liquid Nitrogen) but release it into the laboratory. If this amounts to 50 liters in some time interval (on which we have no further information), we get 40.4 kg at 0.808 kg/l of the liquid, which is 1440 moles from the molecular weight of 28.01 g/mol.

At an average temperature of 16 °C (Fig. 35) and pressure of 743 hPa (Fig. 56), the ideal gas equation yields an air density of 30.5 mol/m³. At an estimated volume of 670 m³ in the lab (Section 6.3.1) and 78.1 volume-percent of nitrogen, this sums up to $670 \times 30.5 \times 0.781$ mole = 15900 mole of nitrogen in the lab. Supposed one adds the 1440 mole assumed above at constant total air pressure, keeping it within the interferometric laboratory, the partial pressures of the other gases, including Carbon Dioxide, will be reduced. In detail, increasing the nitrogen level from 15900 mole to 15900 + 1440 mole = 17340 mole moves the nitrogen mixing ratio from 0.781 to $0.781 \times 17340/15900 \approx 0.8517$, which means the mixing ratio of the other gases (Oxygen, water, Carbon Dioxide) is reduced from $1 - 0.781 \approx 0.219$ to $1 - 0.8517 \approx 0.1483$, which is a reduction by a factor of $0.1483/0.219 \approx 0.68$. This seems to point at the likely cause for the CO₂ fluctuations in the tunnel shown in Fig. 5 and 22 of [105].

6.4 VLTI Tunnel Pressure

Compared to the fluctuations in temperature and humidity, the density fluctuations (and induced refractivity fluctuations) caused by changes in pressure are small. A statistics is plotted in Fig. 56.

6.5 Water Vapor Scale Height

At a scale height of 2 km= $2 \times 10^6$ mm, $x$ mm of PWV correspond to a density of $5 \times 10^{-7}x$ relative to the liquid water density on the ground; with a molar mass of $18.01015$ mol/kg and a specific density of the liquid of $10^3$ kg/m³, this corresponds to $0.0278x$ mol/m³, which may be compared with the values in Section 6.1.

Typical values for Paranal are from 2 mm in July to 5 mm in February [142]. Weather satellite data are shown in Fig. 57. These are generally not well correlated to the humidity measured on the
Figure 56: The ambient pressure on Paranal collected by the Paranal weather station over one year.

ground (Fig. 59 and [94]), which means one could not easily extrapolate the water vapor column from the ground data. The mesh size of the satellite rastering inevitably yields a hybrid mix of sea, shore and desert. The simple fit shown in Fig. 59 between the ground humidity and PWV in an exponential scale height model produces a scale height which appears too small. Reasons have been summarized as follows [143]: “Firstly, exponential decay models assume that water vapour drops at a consistent rate with height. At Paranal, particularly in summer this is not the case. Typically there is a layer of moist air below the inversion and dry air above. So in the first instance when trying to compute PWV from a surface measurement only, cases where the inversion is above the site should be excluded.

Secondly, it must be born in mind that trying to infer the integrated PWV from one surface measurement is fraught with uncertainty. The accuracy of such a measurement can hardly be compared to the satellite measurement.

Lastly, within the dry air above the inversion the exponential decay assumption is reasonably valid but the “standard” model would not be applicable since the airmass at Paranal is subtropical. So it is expected that the scale height for the standard atmosphere would not be found. One can probably read up somewhere how the WV scale height in a standard atmosphere compares to a subtropical atmosphere (above the inversion).

From balloon sounding closer to the Andes [156] at altitudes near 5000 m above sea level one may also (in the sense of statistical evidence poorly) obtain water vapor scale heights of approximately 2 km.
Figure 57: This statistics of the precipitable water vapor on Paranal is plotted from the file `par_fapp.txt` in the bundle `latest_forecasts.tar.gz` available from the ESO web site [71, 142], reduced to data with UTC time stamps of 21, 0, 3 and 6 hrs (at nighttime). The gap of a few months in 2006 occurs because the accumulation of historical data in the file had stopped and a new one had been started, which we did not notice.
Figure 58: The velocity of the change of the PWV shown here in units of mm per hour is derived from 14 months of Fig. 57 by computing the divided differences of consecutive measurements. Integrating over the counts of the graph at the right, we conclude that the probability of a change slower than 0.16 mm/h is 69.6%, the probability of a change slower than 0.48 mm/h is 95.5%.
Figure 59: The ambient humidity measured by the weather station is correlated with the PWV data of Fig. 57 for the time between Sep 2004 and Feb 2005. (The satellite data are reported once each three hours and the weather station data not provided from 12 UTC until the evening, which means 5 data points per night are plotted, typically.) The solid straight line demonstrates the factor 0.0278 derived in the text from a 2 km scale height; the dashed is a least squares fit with a factor of 0.03347 which would indicate a scale height of 1.66 km.
6.6 Notations

- **a**: Zernike coefficient
- **α**: molar susceptibility
- **b, b***: baseline length (effective length above atmosphere), number of bits
- **c**: speed of light in vacuum
- **d**: beam lateral distance
- **δ, δ∥, δ⊥**: phase at reflection (for p and s polarization)
- **D, D_t, D̂**: OPD (in the tunnel, estimated), with or without factor n
- **Δ(...)**: absolute error of...
- **E**: electrical field, photon energy
- **e**: (correlated) spectral energy density
- **ε**: dielectric permittivity of the vacuum
- **ε(...)**: relative error of...
- **f, f_w, f_a**: molar density (for water and dry air)
- **F**: figure of merit of estimator
- **G**: (tangens of) direction of ∇n relative to beam direction
- **h**: Planck constant
- **H**: (relative) humidity
- **I**: intensity
- **J_0, K_0**: Bessel Functions
- **k, k̅**: wave vector modulus, 2π/λ, and its mean
- **k_B**: Boltzmann constant
- **K**: scale height (of susceptibility)
- **l**: geometric differential path length
- **L**: geometric path length
- **λ**: wavelength
- **M**: metrology OPD
- **m_t, m_f**: angular magnification factor
- **n, ∇n, n_g**: refractive index, its gradient, group refractive index
- **N**: mirror count
- **NA**: numerical apertures
- **ν**: wave number (1/λ)
- **ν**: frequency
- **p**: pressure, pupil radius at FSU
- **φ**: beam tilt angle
- **ϕ, ϕ̅**: ABCD broadband phase (phase at effective wave number)
- **P**: projected baseline
- **Ψ**: beam tilt angle
- **r**: distance to earth center
- **R**: angle of arrival, molar gas constant, angle of refraction, (amplitude) reflection coefficient
- **Re(...)**: real part of...
- **ρ**: earth radius
- **σ^2**: variance
- **t, t_e**: time, detector integration time
- **T**: absolute temperature, (amplitude) transmission coefficient
- **θ**: angle of incidence (towards normal)
I $\vartheta$ Zernike phase across pupil
$U, V, W$ Paranal platform coordinates
$\omega$ angular frequency, $2\pi\nu$
$x$ direction of beam propagation
$X$ differential OPD
$\chi, \chi_0$ susceptibility (at reference height)
$z, z_0, \Delta z$ zenith angle (apparent zenith angle, difference between stations)
$Z$ baseline angle from earth center

Most data shown in this script have been produced by programs written in C++, some in C or Maple 9. Plots have generally created with gnuplot, diagrams with xfig. The manuscript is typeset with L\TeX.